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Abstract
For analysing $k$-variate data sets, Randles (1989) considered hyperplanes going through $k - 1$ data points and the origin. He then introduced an empirical angular distance between two $k$-variate data vectors based on the number of hyperplanes (the so-called interdirections) that separate these two points, and proposed a multivariate sign test based on those interdirections. In this paper, we present an analogous concept (namely, lift-interdirections) to measure the regular distances between data points. The empirical distance between two $k$-variate data vectors is again determined by the number of hyperplanes that separate these two points; in this case, however, the considered hyperplanes are going through $k$ distinct data points. The invariance and convergence properties of the empirical distances are considered. We show that the lift-interdirections together with Randles’ interdirections allow for building hyperplane-based versions of the optimal testing procedures developed in Hallin and Paindaveine (2002a, b, c, and 2004a) for a broad class of location and time series problems. The resulting procedures, which generalize the univariate signed-rank procedures, are affine-invariant and asymptotically invariant under a group of monotone radial transformations (acting on the standardized residuals). Consequently, they are asymptotically distribution-free under the class of elliptical distributions. They are optimal under correctly specified radial densities and, in several cases, enjoy a uniformly good efficiency behavior. These asymptotic properties are confirmed by a Monte-Carlo study, and, finally, a simple robustness study is conducted. It is remarkable that, in the test construction, the value of the test statistic depends on the data cloud only through the geometrical notions of data vectors and oriented hyperplanes, and their relations “above” and “below”.
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1 Introduction.
Let $X_1, \ldots, X_n$ be i.i.d. $k$-vectors with a common unknown symmetry center $\theta$, and consider the one-sample location problem $H_0 : \theta = \theta_0$ against $H_1 : \theta \neq \theta_0$. In the case of central symmetry $(X_i - \theta = d - (X_i - \theta))$, where $=d$ stands for equality in distribution, multivariate rank-based tests were developed and studied by Mörtonen et al. (1995, 1997, and 1998), Hetmansperger et al. (1994, 1997), and Oja (1999). These procedures are either based on spatial signs and ranks or on Oja signs and ranks. While the spatial procedures are only rotation-invariant, the ones based on Oja signs and ranks are affine-invariant. This latter invariance feature, which is highly
desirable (affine-invariant procedures are coordinate-free), is the main advantage of Oja signs and ranks over the classical componentwise signs and ranks (see Puri and Sen 1971).

In the sequel, we will rather consider a more restrictive concept of multivariate symmetry, namely the concept of elliptical symmetry (i.e., \( \mathbf{X}_i = \theta + \Sigma^{1/2} \mathbf{v}_i \), where the \( \mathbf{v}_i \)‘s are spherically symmetric \( k \)-vectors). Denoting by \( \mathbf{Z}_i(\theta) \) the residual \( \mathbf{X}_i - \theta \) associated with observation \( \mathbf{X}_i \) and value \( \theta \) of the parameter of interest, this means that the collection of residuals \( \mathbf{Z}^{(n)}(\theta_0) := (\mathbf{Z}_1(\theta_0), \ldots, \mathbf{Z}_n(\theta_0)) \) is, under \( \mathcal{H}_0 : \theta = \theta_0 \), an elliptically symmetric white-noise (see Section 2.1 for a precise definition), that is, essentially, a zero-mean elliptical error process.

The classical (Gaussian) procedure for the multivariate one-sample location problem is Hotelling’s \( T^2 \) test, which rejects the null hypothesis whenever

\[
\frac{n-k}{k(n-1)} T^2 := \frac{n(n-k)}{k(n-1)} (\bar{\mathbf{X}} - \theta_0)^T \Sigma^{-1} (\bar{\mathbf{X}} - \theta_0) > F_{k,n-k;1-\alpha},
\]

where

\[
\bar{\mathbf{X}} := \frac{1}{n} \sum_{i=1}^{n} \mathbf{X}_i, \quad \Sigma := \frac{1}{n-1} \sum_{i=1}^{n} (\mathbf{X}_i - \bar{\mathbf{X}})(\mathbf{X}_i - \bar{\mathbf{X}})^T,
\]

and \( F_{k,n-k;1-\alpha} \) stands for the \( \alpha \)-upper quantile of a Fisher distribution with \( k \) and \( n-k \) degrees of freedom. Under asymptotic form, the same test rejects the null hypothesis whenever \( T^2 > \chi^2_{k;1-\alpha} \), where \( \chi^2_{k;1-\alpha} \) denotes the \( \alpha \)-upper quantile of a chi-square distribution with \( k \) degrees of freedom; this latter version is asymptotically valid under any finite-variance distribution (while the exact test requires the underlying distribution to be Gaussian). Hotelling’s test is optimal (in its asymptotic version, asymptotically optimal) under Gaussian densities.

Randles (1989) based a multivariate sign test on interdirections, i.e., on a hyperplane-based concept of signs (the interdirection \( q_{ij}^{(n)}(\theta_0) \) is essentially the number of hyperplanes in \( \mathbb{R}^k \) passing through the origin and \( (k-1) \) out of the \( (n-2) \) points \( \mathbf{Z}_1(\theta_0), \ldots, \mathbf{Z}_{i-1}(\theta_0), \mathbf{Z}_{i+1}(\theta_0), \ldots, \mathbf{Z}_{j-1}(\theta_0), \mathbf{Z}_{j+1}(\theta_0), \ldots, \mathbf{Z}_n(\theta_0) \), that are separating \( \mathbf{Z}_i(\theta_0) \) and \( \mathbf{Z}_j(\theta_0) \); see Section 2.3). His test \( Q_S^{(n)} \) consists in rejecting the null hypothesis \( \mathcal{H}_0 \) (at asymptotic level \( \alpha \)) as soon as

\[
Q_S^{(n)} := \frac{k}{n} \sum_{i,j=1}^{n} \cos(\pi p_{ij}) > \chi^2_{k;1-\alpha},
\]

where \( p_{ij} := p_{ij}^{(n)}(\theta_0) := (n-1)^{-1} q_{ij}^{(n)}(\theta_0) \). This test is valid—that is, it keeps its nominal asymptotic level \( \alpha \)—provided that the common distribution of the \( \mathbf{X}_i \)‘s has elliptical directions (see Randles 1989).

Only directions of the observations \( \mathbf{X}_i \) from \( \theta_0 \) (or equivalently, directions of the residuals \( \mathbf{Z}_i(\theta_0) \) from the origin in \( \mathbb{R}^k \)) are taken into account in \( Q_S^{(n)} \). Information on the radii can also be considered by using the ranks \( \hat{R}_i := \hat{R}_i^{(n)}(\theta_0) \) of the Mahalanobis distances \( ||\hat{\Sigma}^{-1/2} \mathbf{Z}_i(\theta_0)|| \) (where \( \hat{\Sigma} \) is some estimate of the shape matrix \( \Sigma \)) between the residuals and the origin. This allows for the generalized Wilcoxon-type signed-rank statistic (see Peters and Randles 1990)

\[
\hat{\phi}_W^{(n)} := \frac{3k}{n^2} \sum_{i,j=1}^{n} \hat{R}_i \hat{R}_j \cos(\pi p_{ij}).
\]

The associated test \( \hat{\phi}_W \) (that consists, still at asymptotic level \( \alpha \), in rejecting the null as soon as \( \hat{\phi}_W^{(n)} > \chi^2_{k;1-\alpha} \)) has higher power than the previous one under light-tailed distributions,
but requires strict ellipticity. By weighting the (pseudo-)Mahalanobis ranks with ad hoc score functions, Hallin and Paindaveine (2002a) developed a class of locally and asymptotically optimal procedures based on (pseudo-)Mahalanobis ranks and interdirections (pseudo here means that Σ does not have to be the regular covariance matrix estimate, but could be any estimate of Σ satisfying very mild assumptions; see Hallin and Paindaveine (2002a) for details). The K-score version \( \hat{\phi}_K \) of their tests rejects the null when

\[
\hat{Q}^{(n)}_K := \frac{k}{n \mathbb{E}[K^2(U)]} \sum_{i,j=1}^{n} K\left( \frac{\hat{R}_{ij}}{n+1} \right) K\left( \frac{\hat{R}_{ij}}{n+1} \right) \cos(\pi p_{ij}) > \chi^2_{k;1-\alpha},
\]

where \( U \) is uniform over \((0, 1)\), and \( K: (0, 1) \rightarrow \mathbb{R} \) is some square-integrable score function (see Hallin and Paindaveine (2002a, b) for the technical assumptions on these score functions). When \( K = K(g) = \varphi_g \hat{G}_k^{-1} \) for some radial density \( g \) (we let \( \varphi_g := -2(g^{1/2})' / g^{1/2} \), where \((g^{1/2})' \) denotes the weak derivative of \( g^{1/2} \); see Section 2.1 for the definition of \( \hat{G}_k \) ), the test \( \hat{\varphi}_g \) based on \( \hat{Q}^{(n)}_g := \hat{Q}^{(n)}_{K(g)} \) is locally and asymptotically optimal under radial density \( g \). Provided that the estimator \( \hat{\Sigma} \) that is used to compute pseudo-Mahalanobis ranks is root-\( n \) consistent under arbitrarily heavy tails (such as, e.g., Tyler (1987)’s estimator), the resulting tests remain valid under any elliptical distribution without any moment assumption (whereas, typically, standard Mahalanobis ranks—based on the sample covariance matrix—require finite second-order moments). Those tests also often exhibit a uniformly good efficiency behavior. In particular, the van der Waerden version of these tests (based on Gaussian score functions) uniformly dominates the classical Gaussian procedure, namely the Hotelling \( T^2 \) test.

In the sequel, we will call hyperplane-based statistic (resp., shape-based statistic) a statistic that depends on the sample only through the hyperplanes going through the observations (resp., a statistic that relies on the estimation of the underlying shape matrix \( \Sigma \)). With this terminology, one can think of the above signed-rank procedures as hybrid ones, since they rely on a hyperplane-based concept of signs (interdirections) and on shape-based ranks (the pseudo-Mahalanobis ranks). Hallin and Paindaveine (2002b) proposed a purely shape-based alternative to the above class of hybrid procedures. The associated signed-rank tests consist (at asymptotic level \( \alpha \)) in rejecting the null as soon as

\[
\frac{k}{n \mathbb{E}[K^2(U)]} \sum_{i,j=1}^{n} K\left( \frac{\hat{R}_{ij}}{n+1} \right) K\left( \frac{\hat{R}_{ij}}{n+1} \right) U_i^T(\hat{\Sigma}) U_j(\hat{\Sigma}) > \chi^2_{k;1-\alpha},
\]

where \( U_i(\Sigma) := \Sigma^{-1/2}(X_i - \theta_0)/\|\Sigma^{-1/2}(X_i - \theta_0)\| \) denotes the spatial sign of the standardized (under the null) observation \( X_i \), and \( \hat{\Sigma} \) is the estimator of the shape \( \Sigma \) that was used to compute the pseudo-Mahalanobis ranks \( \hat{R}_{ij} \). Both classes of procedures are asymptotically equivalent and enjoy the same invariance properties. See Hallin and Paindaveine (2002b) for finite-sample comparisons.

The goal of this paper is to propose a fully hyperplane-based class of procedures for the one-sample problem, as well as for a much more general class of testing problems. The main step to achieve this is to define a hyperplane-based concept of distances (namely, lift-interdirections). We define those new distances, investigate their finite-sample and asymptotic properties, and show that optimal purely hyperplane-based signed-rank procedures can be based on interdirections and on (the ranks of) lift-interdirections. This will be illustrated in the following generic examples: the multivariate one-sample location problem, and the serial problem of testing for multivariate randomness against VARMA dependence.
The paper is organized as follows. In Section 2, we introduce the notation to be used in the sequel, review the concepts of elliptical white-noise and interdirections, and introduce the concepts of lift-interdirections and symmetrized lift-interdirections; we also establish some finite-sample properties of these new statistics. In Section 3, we investigate the asymptotic properties of lift-interdirections and of their ranks. Section 4 shows how lift-interdirections can be used jointly with interdirections to build optimal hyperplane-based testing procedures for a broad class of location and time series problems. In Section 5, two Monte-Carlo studies are conducted in order to investigate, in the one-sample location case, the finite-sample performances and the robustness properties of the proposed hyperplane-based procedures. In Section 6, we state the conclusion and give several final comments. Technical proofs are concentrated in the Appendix.

2 Elliptical symmetry, hyperplane-based angles and distances.

In this section, we introduce the notation to be used (which is essentially the same as in Koshevoy et al. 2003), review the concept of interdirections, and introduce the proposed hyperplane-based distances.

2.1 Elliptical white-noise.

In the sequel, we will typically be interested in semiparametric models of the form

\[ F(X^{(n)}; \theta; \varepsilon^{(n)}) = 0, \]

where \( X^{(n)} = (X_1, \ldots, X_n) \in \mathbb{R}^n \) is the observation, \( \theta \) is the parameter of interest, and \( \varepsilon^{(n)} = (\varepsilon_1, \ldots, \varepsilon_n) \in \mathbb{R}^n \) is (a finite realization of) an elliptical white-noise.

We will say that \( \varepsilon^{(n)} \) is (a finite realization of) an elliptical white-noise if there exist a symmetric positive definite \( k \times k \) matrix \( \Sigma \) and a positive function \( f : \mathbb{R}_0^+ \rightarrow \mathbb{R}_0^+ \), such that the joint probability density of \( \varepsilon^{(n)} \) at \( (z_1, \ldots, z_n) \in \mathbb{R}^{nk} \) is of the form \( \prod_{i=1}^n f(z_i; \Sigma, f) \), where

\[ f(z_i; \Sigma, f) := c_{k,f} \frac{1}{(\det \Sigma)^{1/2}} f((z_i^T \Sigma^{-1} z_i)^{1/2}), \quad z_i \in \mathbb{R}^k; \]

we will denote the associated hypothesis by \( \mathcal{H}^{(n)}(\Sigma, f) \). The constant \( c_{k,f} \) is the normalization factor \( (\omega_k \mu_{k-1,f})^{-1} \), where \( \omega_k \) stands for the \( (k-1) \)-dimensional Lebesgue measure of the unit sphere \( \mathbb{S}^{k-1} \subset \mathbb{R}^k \), and \( \mu_{k,f} := \int_0^\infty r^{k-1} f(r) \, dr \). Of course, we require that \( \mu_{k-1,f} < \infty \).

Under \( \mathcal{H}^{(n)}(\Sigma, f) \), \( \|\Sigma^{1/2} \varepsilon_i\| \) has density \( \tilde{f}_k(r) := \mu_{k-1,f} r^{k-1} f(r) \mathbb{I}_{r>0} \), where \( \mathbb{I}_A \) denotes the indicator function associated with the set \( A \) (this justifies that we throughout refer to \( f \) as to the radial density of the considered elliptical distribution). In the sequel, \( \tilde{F}_k \) stands for the distribution function associated with \( \tilde{f}_k \). Similarly, \( \tilde{G}_k \) (resp., \( \hat{g}_k \)) denotes the cdf (resp., the pdf) of \( \|\Sigma^{1/2} \varepsilon_i\| \) under \( \mathcal{H}^{(n)}(\Sigma, g) \).

We will assume that (3) can be inverted with respect to \( \varepsilon^{(n)} \). More precisely, we assume that, for every sample \( X^{(n)} \) and value \( \theta \) of the parameter, there is a unique vector of residuals \( Z^{(n)}(\theta) = (Z_1(X^{(n)}, \theta), Z_2(X^{(n)}, \theta), \ldots, Z_n(X^{(n)}, \theta)) \) that satisfies \( F(X^{(n)}; \theta; Z^{(n)}(\theta)) = 0 \). Denoting by \( \mathcal{H}^{(n)}(\Sigma, f) \) the hypothesis under which the observation \( X^{(n)} \) is generated by (3) with value \( \theta \) of the parameter of interest, and values \( \Sigma \) and \( f \) for the white-noise parameters, the distribution of \( X^{(n)} \) lies in \( \mathcal{H}^{(n)}(\Sigma, f) \) (resp., in \( \bigcup_{\theta} \mathcal{H}^{(n)}(\Sigma, f) \)) iff that of \( Z^{(n)}(\theta) \) belongs to \( \mathcal{H}^{(n)}(\Sigma, f) \) (resp., to \( \bigcup_{\theta} \mathcal{H}^{(n)}(\Sigma, f) \)).
For instance, in the \( k \)-variate one-sample location problem, we have \( F(X^{(n); \theta; \varepsilon^{(n)}} = (X_i - \theta - \varepsilon_i, i = 1, \ldots, n, \text{ and } Z_i(X^{(n); \theta}) = X_i - \theta \) for all \( i \). In the problem of testing the adequacy of a \( k \)-variate VARMA model against other VARMA models, \( F(X^{(n); \theta; \varepsilon^{(n)}} = (A(L)X_i - B(L)\varepsilon_i, i = 1, \ldots, n) \), where, denoting by \( L \) the lag operator, \( A(L) := I_k - \sum_{r=1}^p A_r L^r \), \( B(L) := I_k + \sum_{s=1}^q B_s L^s \) for some \( k \times k \) arrays \( A_r \) and \( B_s \) (\( I_k \) denotes the \( k \)-dimensional identity matrix); we let

\[
\theta := ((\text{vec}A_1)^T, \ldots, (\text{vec}A_p)^T, (\text{vec}B_1)^T, \ldots, (\text{vec}B_q)^T)^T.
\]

In that case, \( Z_i(X^{(n); \theta}) = H(L)A(L)X_i \) for all \( i \), where \( H(L) := I_k + \sum_{s=1}^\infty H_s L^s = (B(L))^{-1} \) is the operator associated with the Green’s matrices of operator \( B(L) \). Existence of this inverse operator requires the so-called *invertibility* of the model \( A(L)X_i = B(L)\varepsilon_i \).

In view of the above remarks, the elliptical version of the problem of testing \( \mathcal{H}_0^{(n)} : \theta = \theta_0 \) versus \( \mathcal{H}_1^{(n)} : \theta \neq \theta_0 \), i.e.,

\[
\begin{align*}
\mathcal{H}_0^{(n)} & : \cup_j \mathcal{H}_0^{(n)}(\Sigma, f) \\
\mathcal{H}_1^{(n)} & : \cup_{\theta \neq \theta_0} \cup_j \mathcal{H}_1^{(n)}(\Sigma, f),
\end{align*}
\]

is equivalent to that of testing that the distribution of the residuals \( Z^{(n)}(\theta_0) \) lies in \( \cup_j \cup_f \mathcal{H}^{(n)}(\Sigma, f) \). Consequently, we mainly focus on that problem in the sequel.

### 2.2 Hyperplanes.

Consider some observed \( k \)-dimensional series \((Z_1, Z_2, \ldots, Z_n)\) (typically, the above series of (null) residuals), and write \( I := (i_1, i_2, ..., i_{k-1}) \) (\( 1 \leq i_1 < i_2 < \ldots < i_{k-1} \leq n \)) and \( J := (j_1, j_2, ..., j_k) \) (\( 1 \leq j_1 < j_2 < \ldots < j_k \leq n \)) for ordered sets of indices with size \( k - 1 \) and \( k \), respectively. We will look at \( I \) (resp., at \( J \)) either as a set of indices or as the set of observations that are indexed by \( I \) (resp., by \( J \)).

Let \( e(I) \) and \( (d_0(J), d^T(J))^T \) be the vectors whose components are the cofactors of the last column in the arrays

\[
(Z_{i_1}, Z_{i_2}, \ldots, Z_{i_{k-1}}, z) \quad \text{and} \quad \begin{pmatrix} 1 & 1 & \ldots & 1 \\ Z_{j_1} & Z_{j_2} & \ldots & Z_{j_k} \end{pmatrix},
\]

respectively (for \( k = 1 \), the only cofactor of some \( 1 \times 1 \) matrix is defined as 1). Observations in \( I \) point to the hyperplane in \( \mathbb{R}^k \) going through those \( k - 1 \) observations along with the origin. Analogously, each \( J \) determines the hyperplane going through \( Z_{j_1}, \ldots, Z_{j_{k-1}} \), and \( Z_{j_k} \). The equations of these hyperplanes are respectively

\[
e^T(I)z = 0 \quad \text{and} \quad (d_0(J) + d^T(J)z = 0;
\]

so the vectors \( e(I) \) and \( d(J) \) are normal to these hyperplanes. Denoting by \( \text{sign}(z) \) the sign function at \( z \) (defined as \( \text{sign}(z) := I_{[z > 0]} - I_{[z < 0]} \)), note that the quantities

\[
\text{sign}(e^T(I)z) \quad \text{and} \quad \text{sign}(d_0(J) + d^T(J)z)
\]

give a precise meaning to “\( z \) lies above or below the given hyperplane” (the order of components in \( I \) and \( J \) determines what is “above” and “below”).

The distances between some point \( z \in \mathbb{R}^k \) and those hyperplanes are respectively given by

\[
d(I; z) := \frac{|e^T(I)z|}{\|e(I)\|} \quad \text{and} \quad d(J; z) := \frac{|d_0(J) + d^T(J)z|}{\|d(J)\|}.
\]

(5)
For all \( z \in \mathbb{R}^k \), we can associate with \( I \) (resp., with \( J \)) the \( k \)-simplex whose vertices are \( Z_{i_1}, Z_{i_2}, \ldots, Z_{i_{k-1}}, z \), along with the origin (resp., the \( k \)-simplex whose vertices are \( Z_{j_1}, Z_{j_2}, \ldots, Z_{j_k}, z \), along with \( z \)). The volumes of these simplices are respectively

\[
\frac{1}{k!} \left| e^T(I)z \right| \quad \text{and} \quad \frac{1}{k!} \left| d_0(J) + d^T(J)z \right|.
\]

Finally, \( I \) (resp., \( J \)) also identifies the \((k-1)\)-subsimplex with vertices \( Z_{i_1}, Z_{i_2}, \ldots, Z_{i_{k-1}} \), along with the origin (resp., the \((k-1)\)-subsimplex with vertices \( Z_{j_1}, Z_{j_2}, \ldots, Z_{j_k} \)). It can be shown that the “area” of these subsimplices—that is, their \((k-1)\)-dimensional Lebesgue measure—are \( \|e(I)\|/(k-1)! \) and \( \|d(J)\|/(k-1)! \), respectively. So \( e(I) \) and \( d(J) \) are normal to subsimplices considered and their norms are proportional to the volumes of those subsimplices.

### 2.3 Interdirections.

Hyperplane-based empirical measures of angular distances between \( k \)-vectors \( u \) and \( v \), within some observed \( k \)-dimensional series \((Z_1, Z_2, \ldots, Z_n)\), can be defined as

\[
q^{(n)}(u, v) = \frac{1}{\binom{n}{k-1}} \left( \frac{1 - \text{sign}(e^T(I)u) \text{sign}(e^T(I)v)}{2} \right)
\]

(see Randles 1989), that is, as the number of hyperplanes in \( \mathbb{R}^k \) passing through the origin and \((k-1)\) out of the \( n \) points \( Z_1, \ldots, Z_n \), that are separating \( u \) and \( v \).

The interdirection \( q^{(n)}_{ij} \) associated with the pair of observations \((Z_i, Z_j)\) in the \( k \)-variate sample \( Z_1, \ldots, Z_n \) is defined as

\[
q^{(n)}_{ij} = q^{(n)}(Z_i, Z_j),
\]

that is, up to a small-sample correction, as the number of hyperplanes in \( \mathbb{R}^k \) passing through the origin and \((k-1)\) out of the \((n-2)\) points \( Z_1, \ldots, Z_{i-1}, Z_{i+1}, \ldots, Z_{j-1}, Z_{j+1}, \ldots, Z_n \), that are separating \( Z_i \) and \( Z_j \). Interdirections provide affine-invariant estimations of the Euclidean angles between the standardized observations \( \Sigma^{-1/2} Z_i \), that is, they estimate the scalar products of the corresponding spatial signs. More precisely, one can show the following result (see Hallin and Paindaveine (2002a) for a proof based on U-statistics):

**Lemma 1** Under \( \bigcup f \mathcal{H}^{(n)}(\Sigma, f) \),

\[
\binom{n}{k-1}^{-1} q^{(n)}_{ij} = \pi^{-1} \arccos \left( \left( U_i^T(\Sigma) U_j(\Sigma) \right) \right) + o_p(1),
\]

as \( n \to \infty \), where we let \( U_i(\Sigma) := \Sigma^{-1/2} Z_i / \|\Sigma^{-1/2} Z_i\| \) denote the spatial sign of \( \Sigma^{-1/2} Z_i \).

### 2.4 Lift-interdirections.

The proposed hyperplane-based concept of distances is the following. The empirical distance between \( k \)-vectors \( u \) and \( v \), in some observed \( k \)-dimensional series \((Z_1, Z_2, \ldots, Z_n)\), is defined as

\[
l^{(n)}(u, v) := \sum_j \frac{1 - \text{sign}(d_0(J) + d^T(J)u) \text{sign}(d_0(J) + d^T(J)v)}{2},
\]

(6)
that is, as the number of hyperplanes in $\mathbb{R}^k$ passing through $k$ out of the $n$ points $Z_1, Z_2, \ldots, Z_n$, that are separating $u$ and $v$. The distance was first mentioned (but not analysed) in Hettmansperger et al. (1998). We speak throughout of distances even though, for fixed sample size $n$, $l^{(n)}$ is not a distance measure in the mathematical sense (in particular, $l^{(n)}(u, v) = 0$ does not imply that $u = v$; note, however, that $l^{(n)}$ obeys the triangular inequality). Nevertheless, as we will see in the sequel, as $n$ goes to infinity, the “distance measure” $l^{(n)}$ (properly normalized) converges to a genuine distance over $\mathbb{R}^k$.

It will be sufficient for our purposes to consider the particular case

$$l^{(n)}(v) := l^{(n)}(v, -v),$$

which is a measure of the distance between $v$ and $-v$, or equivalently, between $v$ and the origin in $\mathbb{R}^k$. Since the number of arguments of $l^{(n)}$ removes any ambiguity, we use the same notation for the general distance in (6) and the distance from the origin in (7); we will call the latter the empirical lift-interdirection function. Note that, in the univariate case, $l^{(n)}(v)$ coincides almost everywhere with the absolute rank function $v \mapsto \sum_{i=1}^n I_{|v| \geq |Z_i|}$.

Quite analogously to interdirections, we define the lift-interdirection associated with observation $Z_i$, in the $k$-variate sample $Z_1, \ldots, Z_n$, as

$$l_i^{(n)} := l^{(n)}(Z_i),$$

that is, up to a small-sample correction, as the number of hyperplanes in $\mathbb{R}^k$ passing through $k$ out of the $(n - 1)$ points $Z_1, \ldots, Z_{i-1}, Z_{i+1}, \ldots, Z_n$, that are separating $Z_i$ and $-Z_i$. The terminology is justified by the following remark. Define by $Z_{i;i} := (1, Z_i^T)^T$ the lifted observation associated with observation $Z_i$. Then the lift-interdirection $l_i^{(n)}$ is the (usual) interdirection associated with the pair $((1, Z_i^T)^T, (1, -Z_i^T)^T)$ in the lifted sample $Z_{i;1}, \ldots, Z_{i;n}$.

Now, denote by $(d_{0M}(J), d_{T_M}^T(J))^T$ the vector $(d_0(J), d^T(J))^T$ computed from the transformed sample $MZ_1, MZ_2, \ldots, MZ_n$ for some arbitrary non-singular $k \times k$ matrix $M$. Then, for all $k$-vector $v$,

$$d_{0M}(J) + d_{T_M}^T(J)(Mv) = \det \begin{pmatrix} 1 & \ldots & 1 \\ MZ_{j_1} & \ldots & MZ_{j_k} \\ \end{pmatrix} = \det \begin{pmatrix} 0 & \ldots & 0 \\ M(Z_{j_1} - v) & \ldots & M(Z_{j_k} - v) \\ \end{pmatrix} = \det(M) \det \left( \begin{pmatrix} 0 & \ldots & 0 \\ Z_{j_1} - v & \ldots & Z_{j_k} - v \end{pmatrix} \right) = \det(M)(d_0(J) + d^T(J)v),$$

so that $d_{0M}(J) = (\det(M) d_0(J)$ and

$$d_M(J) = (\det(M)(M^{-1})^TJ d(J).$$

This shows that $\text{sign}(d_{0M}(J) \pm d_{T_M}^T(J)(Mv)) = \text{sign(\det M)(d_0(J) \pm d^T(J)v)},$ which proves that lift-interdirections are affine-invariant.
2.5 Symmetrized lift-interdirections.

As we will see in Section 4, the lift-interdirections introduced in the previous subsection suffer from a certain lack of symmetry. That is why we need to consider the symmetrized empirical lift-interdirection function, which we define as

$$l^{(n)}(v) := \sum_{J} \sum_{s} \frac{1 - \text{sign}(d_{0s}(J) + d_{0s}^{T}(J)v)\text{sign}(d_{0s}(J) - d_{0s}^{T}(J)v)}{2},$$

where, for some $J = (j_1, \ldots, j_k)$ and some $s \in \{-1, 1\}^k$ (where $\{-1, 1\}^k$ denotes the set of the $2^k$ $k$-vectors with entries 1 or -1), $(d_{0s}(J), d_{0s}^{T}(J))^{T}$ stands for the vector of cofactors of the last column in the array

$$\begin{pmatrix}
1 & 1 & \cdots & 1 & 1 \\
\text{sign}(s_{j_1}Z_{j_1}) & \text{sign}(s_{j_2}Z_{j_2}) & \cdots & s_{j_k}Z_{j_k} & z
\end{pmatrix}.$$

As its non-symmetrized counterpart, the function $l^{(n)}(v)$ is symmetric under permutations of the observations; but unlike $l^{(n)}(v)$, it is also invariant under reflections of the observations with respect to the origin in $\mathbb{R}^k$ (which of course justifies the terminology). Consequently, the symmetrized lift-interdirections

$$l^{(n)}_i := l^{(n)}(Z_i), \quad i = 1, \ldots, n,$$

are invariant under permutations of the observations, as well as under reflections of the observations with respect to the origin in $\mathbb{R}^k$. Proceeding as above, one can also show that the symmetrized lift-interdirections are affine-invariant.

3 Asymptotics of lift-interdirections.

Since $(n)^{-1}l^{(n)}(v)$ is a U-statistic with a bounded kernel, it does converge in quadratic mean, as $n \to \infty$, to the expectation of this kernel, i.e., to the theoretical lift-interdirection function

$$l_{\Sigma, f}(v) := E_{\Sigma, f}[\frac{1}{n}l^{(n)}(v)] = (1/2) E_{\Sigma, f} \left[ 1 - \text{sign}(d_0(J) + d^{T}(J)v)\text{sign}(d_0(J) - d^{T}(J)v) \right],$$

where the expectation $E_{\Sigma, f}$ is taken under $\mathcal{H}(\mathcal{N}(\Sigma, f))$. In other words, $(n)^{-1}l^{(n)}(v)$ converges (in quadratic mean, as $n \to \infty$) to the probability that a random hyperplane $J$ separates $v$ and $-v$. Note that, in this elliptic setup, $1 - l_{\Sigma, f}(v)$ gives the so-called "majority depth" of $v$ (see Zuo and Serfling (2000); the original definition was given by Singh (1991)).

As soon as the underlying distribution is symmetric in the sense that $Z_i =_{d} -Z_i$ for all $i$, the theoretical counterparts of the empirical symmetrized and non-symmetrized lift-interdirection functions do clearly coincide, i.e., $l^{(n)}(v)/[2^k (\begin{pmatrix} n \end{pmatrix})]$ and $l^{(n)}(v)/[\begin{pmatrix} n \end{pmatrix}]$ share the same expectation. In particular, this holds for elliptically symmetric distributions. Accordingly, under $\bigcup_{\Sigma} \bigcup_{f} \mathcal{H}(\mathcal{N}(\Sigma, f))$, $l^{(n)}(v)/[2^k (\begin{pmatrix} n \end{pmatrix})] = l^{(n)}(v)/[\begin{pmatrix} n \end{pmatrix}] + o_{L^2}(1)$, as $n \to \infty$.

Since affine-invariance implies that $l_{\Sigma, f}(v) = l_{\Sigma, f}(\Sigma^{-1/2}v)$, it is sufficient to study the function $l_{f}(v) := l_{\Sigma, f}(v)$. Clearly, $v \mapsto l_{f}(v)$ is spherically symmetric and is a monotone increasing function in $\|v\|$. The following proposition characterizes further that monotone function and allows for an intuitive interpretation of the theoretical lift-interdirection function.
Proposition 1 Let $Z$ be the $k \times k$ array $(Z_1, \ldots, Z_k)$, where the $Z_i$'s are i.i.d. spherically symmetric with radial density $f$. Then the theoretical lift-interdirection function $l_f$ at $v$ is given by

$$l_f(v) = P \left[ (1^T(Z^T Z)^{-1}1)^{-1/2} \leq |U^T v| \right],$$

(9)

where $1 := (1, \ldots, 1)^T \in \mathbb{R}^k$ and $U$ is a $k$-vector (independent of $1^T(Z^T Z)^{-1}1$) that is uniformly distributed over the unit sphere $S^{k-1} \subset \mathbb{R}^k$.

See the Appendix for the proof. Note that, in the univariate case, this just yields $l_f(v) = P[|Z_1| \leq |v|] = \tilde{F}_1(|v|)$, where $\tilde{F}_1$ denotes the cumulative distribution function of $|Z_1|$ (see the notation in Section 2.1).

Let $J = (1, 2, \ldots, k)$. As shown in the proof of Proposition 1, $(1^T(Z^T Z)^{-1}1)^{-1/2}$ is equal to the distance $d(J; 0) = |d_0(J)|/\|d(J)\|$ between hyperplane $J$ and the origin in $\mathbb{R}^k$; see (5) (in particular, this gives an expression of this distance as a function of the scalar products $Z_i^T Z_j$ only). The proof of Proposition 1 also shows that the vector $U$ in (9) is nothing but $u(J) := d(J)/\|d(J)\|$, which gives the normal direction to hyperplane $J$. The unit normal $u(J)$ and the distance $d(J; 0)$ are independent in the spherical case, and the probability that hyperplane $J$ separates $v$ and $-v$ is thus

$$P \left[ d(J; 0) \leq |u^T(J) v| \right].$$

This allows for the following simple interpretations.

(i) $P[d(J; 0) \leq |u^T(J) v| \ | u^T(J) v| = \rho \|v\|]$ is a monotone increasing function of $\rho \in (0, 1)$, which means that this conditional probability increases as the normal direction to hyperplane $J$ gets closer to the direction of $v$, and

(ii) $P \left[ d(J; 0) \leq |u^T(J) v| \ | d(J; 0) = d \right]$ is a monotone decreasing function of $d$, which means that this conditional probability decreases as the hyperplane $J$ moves away from the origin in $\mathbb{R}^k$.

This is illustrated in Figures 1 and 2, respectively.

Figure 1: Three hyperplanes $J$ with same distances $d(J; 0)$ but different unit normals $u(J)$. 
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We strongly believe that the expression for $l_f(v)$ in Proposition 1 cannot be improved in the general case. However, in the Gaussian case ($f(r) = \phi(r) := \exp(-r^2/2)$), $Z^T Z =_{d} \mathbf{Z}\mathbf{Z}^T = \sum_{i=1}^{k} \mathbf{Z}_i\mathbf{Z}_i^T$, where the $\mathbf{Z}_i$’s are i.i.d. $N_k(\mathbf{0}, \mathbf{I}_k)$. Consequently, $Z^T Z \sim W_k(k, \mathbf{I}_k)$, where $W_k(k, \mathbf{I}_k)$ denotes the $k$-variate standard Wishart distribution with $k$ degrees of freedom. If $W \sim W_k(k, \mathbf{I}_k)$ and if $t$ is a $k$-vector such that $\|t\| = 1$, we have that

$$\frac{1}{t^T W^{-1} t} \sim \chi_1^2$$

(see, e.g., Bilodeau and Brenner 1999, page 96). This yields $k(1^T (Z^T Z)^{-1} 1)^{-1} \sim \chi_1^2$ in the Gaussian case. On the other hand, denoting by $\mathbf{e}_1$ the first vector of the canonical basis of $\mathbb{R}^k$, we get, if $\mathbf{U}$ is uniformly distributed over the unit sphere in $\mathbb{R}^k$, $(\mathbf{U}^T v)^2 = \|v\|^2 (\mathbf{U}^T \mathbf{v}/\|\mathbf{v}\|)^2 =_{d} \|v\|^2 (\mathbf{U}^T \mathbf{e}_1)^2$, where $(\mathbf{U}^T \mathbf{e}_1)^2 \sim \text{beta}(1/2, (k-1)/2)$ for $k > 1$, and $(\mathbf{U}^T \mathbf{e}_1)^2 = 1 \ a.s.$ for $k = 1$. Consequently, in the (spherically symmetric) multinormal case, the theoretical lift-interdirection function is

$$v \mapsto l_\phi(v) = P \left[ Y \leq k \|v\|^2 Z \right], \quad (10)$$

where $Y \sim \chi_1^2$ and $Z \sim \text{beta}(1/2, (k-1)/2)$ are independent.

Interestingly, this Gaussian result can be derived in another more direct way. Consider again $\mathbf{Z}_1, \ldots, \mathbf{Z}_k$ i.i.d. with $k$-variate standard normal distribution. Since $l_\phi(v)$ is spherically symmetric, we will only compute $l_\phi(\|v\|\mathbf{e}_1)$. Using that $\mathbf{Z} =_{d} \mathbf{Z}^T$ in the Gaussian case, one obtains

$$d_0(J) + d^T(J)(\|v\|\mathbf{e}_1) = \det \begin{pmatrix} 1^T & 1 \\ \mathbf{Z} & \|v\|\mathbf{e}_1 \end{pmatrix} =_{d} \det \begin{pmatrix} 1^T & 1 \\ \mathbf{Z}^T & \|v\|\mathbf{e}_1 \end{pmatrix},$$

where $J = (1, \ldots, k)$. Denote by $[\mathbf{Z}^T]_1$ the array obtained by deleting the first row in $\mathbf{Z}^T$, and
therefore be expected that the ranks of the lift-interdirections have, by using the affine-invariance of the empirical lift-interdirection function, 
\[ l_o(\|v\|e_1) = P \left[ \left| u^T(I)Z_1 \right|^2 \leq \|v\|^2 \left| u^T(I)e_1 \right|^2 \right] = P \left[ (Z^T_1v)^2 \leq k \|v\|^2 \left| u^T(I)e_1 \right|^2 \right], \]
which coincides with the result in (10).

This additional derivation stresses the very particular role played by the multivariate normal distribution in multivariate analysis (the fact that this second derivation only holds in the Gaussian case is directly related to the Maxwell-Herschel Theorem, which states that the (spherical) multinormal distribution is the only spherical multivariate distribution with independent marginals).

Denoting by \( l^{(n)}(v; Z_1, \ldots, Z_n) \) the value of \( l^{(n)}(v) \) computed in the sample \( Z_1, \ldots, Z_n \), we have, by using the affine-invariance of the empirical lift-interdirection function, 
\[ l^{(n)}(v; Z_1, \ldots, Z_n) = l^{(n)}(\Sigma^{-1/2}v; \Sigma^{-1/2}Z_1, \ldots, \Sigma^{-1/2}Z_n). \]
Under \( \mathcal{H}(n)(\Sigma, f) \), \( (\Sigma^{-1/2}Z_1, \ldots, \Sigma^{-1/2}Z_n) \) is a spherically symmetric sample, still with radial density \( f \), so that
\[ \left( \begin{array}{c} n \\ k \end{array} \right) l^{(n)}(v) = f(k^{-1/2}v) + o_{L^2}(1), \]
as \( n \to \infty \). This entails that, under \( \bigcup_f \mathcal{H}(n)(\Sigma, f) \), \( l^{(n)}(v) \) is consistent for a monotone increasing function of the unknown Mahalanobis distance \( \left| \Sigma^{-1/2}v \right| \) between \( v \) and the origin in \( \mathbb{R}^k \). It can therefore be expected that the ranks of the lift-interdirections \( l_i^{(n)} := l^{(n)}(Z_i) \) coincide asymptotically with the ranks of the Mahalanobis distances \( \left| \Sigma^{-1/2}Z_i \right| \). The following proposition is the main step in the proof that this does indeed hold true (see the Appendix for a proof).

**Proposition 2** Let \( \hat{R}^{(n)}(v) := \sum_{i=1}^n \mathbb{I}_{[l_i^{(n)}(v) \geq l_i^{(n)}]} \), \( \hat{R}^{(n)}(v; \Sigma) := \sum_{i=1}^n \mathbb{I}_{[l_i^{(n)}(v; \Sigma) \geq l_i^{(n)}]} \), and \( R^{(n)}(v; \Sigma) := \sum_{i=1}^n \mathbb{I}_{\left| \Sigma^{-1/2}v \right| \geq \left| \Sigma^{-1/2}Z_i \right|} \). Then, for all \( v, \Sigma, \) and \( f \),
\[ E_{\Sigma, f} \left[ (\hat{R}^{(n)}(v) - R^{(n)}(v; \Sigma))^2 \right] \quad \text{and} \quad E_{\Sigma, f} \left[ (\hat{R}^{(n)}(v; \Sigma) - R^{(n)}(v; \Sigma))^2 \right] \]
are \( o(n^2) \), as \( n \to \infty \).
Denote by \( R_i^{(n)} := \hat{R}_i^{(n)}(Z_i) \) the rank of the lift-interdirection \( l_i^{(n)} \) among \( l_1^{(n)}, \ldots, l_n^{(n)} \), and by \( R_i^{(n)}(\Sigma) := R_i^{(n)}(Z_i; \Sigma) \) the rank of \( \|\Sigma^{-1/2}Z_i\| \) among \( \|\Sigma^{-1/2}Z_1\|, \ldots, \|\Sigma^{-1/2}Z_n\| \). Then, conditioning with respect to \( Z_i \), we obtain

\[
E_{\Sigma, f} \left[ \left( \frac{\hat{R}_i^{(n)}}{n+1} - \frac{R_i^{(n)}(\Sigma)}{n+1} \right)^2 \right] = \int_{\mathbb{R}^k} E_{\Sigma, f} \left[ \left( \frac{\hat{R}_i^{(n)}(\nu)}{n+1} - \frac{R_i^{(n)}(\nu; \Sigma)}{n+1} \right)^2 \right] f(\nu; \Sigma, f) d\nu.
\]

Using Proposition 2 and Lebesgue’s dominated convergence theorem, one obtains that the above expectation is \( o(1) \), as \( n \to \infty \). One can prove analogously the corresponding equivalence result for the ranks \( \hat{R}_i^{(n)} := \hat{R}_i^{(n)}(Z_i) \) of the symmetrized lift-interdirections. Consequently, we proved the following:

**Corollary 1** Under \( \bigcup_f H_i^{(n)}(\Sigma, f), \hat{R}_i^{(n)}/(n+1) = \left[ R_i^{(n)}(\Sigma)/(n+1) \right] + o_P(1) \) and \( \hat{R}_i^{(n)}/(n+1) = \left[ R_i^{(n)}(\Sigma)/(n+1) \right] + o_P(1) \), as \( n \to \infty \).

As we show in the following section, the asymptotic equivalence result in Corollary 1 allows to build multivariate signed-rank procedures based on interdirections and the ranks of lift-interdirections.

## 4 Optimal hyperplane-based procedures.

Since the ranks of lift-interdirections are asymptotically equivalent to the true ranks, one could think of replacing, in the class of “hybrid” procedures in (1), the pseudo-Mahalanobis ranks \( \hat{R}_i \) by the ranks \( \hat{R}_i \) (or \( \hat{R}_i \)) of lift-interdirections. We explain below why this can indeed be done safely (i.e., without affecting the asymptotic behavior of the test statistics) in our generic example: the one-sample location problem.

### 4.1 The one-sample location problem.

Let us consider again the \( k \)-variate one-sample location model \( X_i = \theta + \varepsilon_i, i = 1, \ldots, n \) where the \( \varepsilon_i \)'s are elliptically symmetric i.i.d. random vectors. We want to test \( H_0 : \theta = \theta_0 \) against \( H_1 : \theta \neq \theta_0 \), for some fixed \( k \)-vector \( \theta_0 \). In this section, \( q_{ij} := q_{ij}^{(n)}(\theta_0), \hat{R}_i := \hat{R}_i^{(n)}(\theta_0), \hat{R}_i := \hat{R}_i^{(n)}(\theta_0), \) and \( \hat{R}_i := \hat{R}_i^{(n)}(\theta_0) \) will respectively denote the interdirections, the pseudo-Mahalanobis ranks, the ranks of non-symmetrized lift-interdirections, and the ranks of symmetrized lift-interdirections, computed within the sample of the residuals \( Z_i(\theta_0) = X_i - \theta_0, i = 1, \ldots, n \). We intend to base locally and asymptotically optimal testing procedures on hyperplane-based versions of the test statistics in (1), i.e., on

\[
\hat{Q}_K^{(n)} := \frac{k}{n E[K^2(U)]} \sum_{i,j=1}^n K\left( \frac{\hat{R}_i}{n+1} \right) K\left( \frac{\hat{R}_j}{n+1} \right) \cos(\pi p_{ij}),
\]

or alternatively, on

\[
\hat{Q}_K^{(n)} := \frac{k}{n E[K^2(U)]} \sum_{i,j=1}^n K\left( \frac{\hat{R}_i}{n+1} \right) K\left( \frac{\hat{R}_j}{n+1} \right) \cos(\pi p_{ij}),
\]
where \( p_{ij} := \binom{n}{k-1}^{-1} q_{ij} \) and \( U \) is still uniform over \( (0,1) \). The following proposition shows that the procedures based on \( \hat{Q}_K^{(n)} \) and \( \tilde{Q}_K^{(n)} \) are asymptotically equivalent and share the same invariance properties (the procedures based on the non-symmetrized lift-interdirections suffer from a lack of symmetry that does not allow to adapt the methodology used in Hallin and Paindaveine (2002a); see the proof of the following proposition).

**Proposition 3** Denote by \( \hat{Q}_g^{(n)} \) the statistic \( \hat{Q}_g^{(n)}(y) \), associated with \( K(g) := \varphi_y G_k^{-1} \), and consider the sequence of tests \( \hat{Q}_g^{(n)}(y) \) (resp., \( \hat{Q}_g^{(n)}(y) \)) rejecting the null hypothesis \( \mathcal{H}_0^{(n)}(y) \) whenever \( \hat{Q}_g^{(n)}(y) \) exceeds the \( \alpha \)-upper quantile \( \chi^2_{k,1-\alpha} \) of a chi-square distribution with \( k \) degrees of freedom. Then,

(i) \( \hat{Q}_g^{(n)}(y) \) is affine-invariant.

(ii) \( \hat{Q}_g^{(n)}(y) \) is asymptotically invariant under the group of monotone continuous radial transformations.

(iii) \( \hat{Q}_g^{(n)}(y) \) is asymptotically chi-square with \( k \) degrees of freedom under \( \mathcal{H}_0^{(n)} = \bigcup \mathcal{H}_0^{(n)}(\Sigma, f) \).

(iv) The sequence of tests \( \hat{Q}_g^{(n)}(y) \) has asymptotic level \( \alpha \).

(v) \( \hat{Q}_g^{(n)}(y) \) is locally asymptotically maximin, at asymptotic level \( \alpha \), for \( \bigcup \mathcal{H}_0^{(n)}(\Sigma, f) \) against alternatives of the form \( \bigcup \mathcal{H}_0^{(n)}(\Sigma, g) \).

For the concept of \textit{locally asymptotically maximin} tests, we refer to Section 11.9 of Le Cam (1986), which defines and develops \textit{locally asymptotically most stringent} tests—of which locally asymptotically maximin tests are just a particular case.

**Proof.** First note that (i) directly results from the affine-invariance of interdirections and symmetrized lift-interdirections. Now, the methodology used by Hallin and Paindaveine (2002a) to prove that the test statistics \( \hat{Q}_K^{(n)} \) and the corresponding tests \( \hat{Q}_K^{(n)} \) fulfill (ii), (iii), (iv), and (v) above consists in establishing the asymptotic representation result

\[
\hat{Q}_K^{(n)} = \hat{Q}_K^{(n)}(\Sigma, f) + o_p(1), \quad \text{as } n \to \infty,
\]  
(11)

under \( \mathcal{H}_0^{(n)}(\Sigma, f) \) (i.e., under \( \mathcal{H}_0^{(n)}(\Sigma, f) \) for the residuals \( \mathbf{Z}_j(\theta_0) \)), where

\[
\hat{Q}_K^{(n)}(\Sigma, f) := \frac{k}{n E[K^2(t)]} \sum_{i,j=1}^{n} K(\hat{F}_k(\|\Sigma^{-1/2}\mathbf{Z}_i(\theta_0)\|)) K(\hat{F}_k(\|\Sigma^{-1/2}\mathbf{Z}_j(\theta_0)\|)) \mathbf{U}_i^T(\Sigma) \mathbf{U}_j(\Sigma),
\]

with \( \mathbf{U}_i(\Sigma) \) defined as after (2).

Consequently, to show that the test statistics \( \hat{Q}_K^{(n)} \) and the tests \( \hat{Q}_K^{(n)} \) enjoy respectively the same asymptotic behavior as \( \hat{Q}_K^{(n)} \) and \( \hat{Q}_K^{(n)} \) (and in particular fulfill (ii), (iii), (iv), and (v)), it is sufficient to prove that (11) also holds for these hyperplane-based statistics, i.e., that

\[
\hat{Q}_K^{(n)} = \hat{Q}_K^{(n)}(\Sigma, f) + o_p(1), \quad \text{as } n \to \infty,
\]  
(12)
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under $\mathcal{H}^{(n)}_{\theta_0}(\Sigma, f)$. Now, a close look at the proof of (11) (see Appendix B in Hallin and Paindaveine 2002a) shows that this asymptotic equivalence result only requires the estimated ranks $\hat{R}_i^{(n)}$ to be

(a) invariant under permutations of the residuals,
(b) invariant under reflections of the residuals with respect to the origin in $\mathbb{R}^k$, and
(c) asymptotically equivalent to the “true” ranks, meaning that, for all $i$, $\hat{R}_i^{(n)}/(n + 1) = [R_i^{(n)}(\Sigma)/(n + 1)] + o_P(1)$, under $\bigcup_f \mathcal{H}^{(n)}_{\theta_0}(\Sigma, f)$, as $n \to \infty$.

The results from the previous sections ensure that (a), (b), and (c) are fulfilled by the estimated ranks $\hat{R}_i^{(n)}$ of symmetrized lift-interdirections (note that (b) is not fulfilled by the ranks of the non-symmetrized lift-interdirections). This implies that (12) holds, and consequently that $\hat{Q}_K^{(n)}$ and $\hat{Q}_K^{(n)}$ are asymptotically equivalent under the sequence of null hypotheses $\mathcal{H}^{(n)}_{\theta_0}$ (as well as under sequences of contiguous alternatives). The result follows.

Due to their asymptotic equivalence, the hyperplane-based tests $\hat{\varphi}_K$ and hybrid tests $\hat{\varphi}_K$ share the same asymptotic relative efficiencies with respect to Hotelling’s test (see Proposition 5 in Hallin and Paindaveine (2002a) for an expression of those AREs, as well as numerical values under $t$-distributions). This implies that the multivariate extension of the Chernoff-Savage (1958) result, which shows that the Gaussian version of the hybrid procedure dominates uniformly Hotelling’s procedure in the Pitman sense, is also valid for the proposed hyperplane-based procedures. More precisely, we have the following:

**Corollary 2** Denote by $\hat{\varphi}_{vdW}$ the hyperplane-based Gaussian signed-rank procedure $\hat{\varphi}_{vdW}$, $g(r) = \varphi(r) = \exp(-r^2/2)$ (van der Waerden scores), and write $\text{ARE}_{k,f}(\hat{\varphi}_{vdW}/\varphi_{T^2})$ for the asymptotic relative efficiency of that procedure w.r.t. Hotelling’s $T^2$ test under radial density $f$, in the $k$-dimensional case. Then, for any $f$ satisfying some mild regularity conditions, $\text{ARE}_{k,f}(\hat{\varphi}_{vdW}/\varphi_{T^2}) \geq 1$, and equality holds if and only if $f$ is Gaussian.

Another important corollary of the asymptotic equivalence between hyperplane-based and hybrid procedures is that the multivariate extension (see Hallin and Paindaveine 2002a) of the Hodges-Lehmann (1956) result also holds for the proposed Wilcoxon (linear scores) hyperplane-based procedure:

**Corollary 3** Denote by $\hat{\varphi}_W$ the hyperplane-based Wilcoxon signed-rank procedure $\hat{\varphi}_W$, $K(u) = u$ for all $u$. Then, if the infimum is taken over all radial densities $f$ satisfying some mild regularity conditions, $\inf_f \text{ARE}_{k,f}(\hat{\varphi}_W/\varphi_{T^2}) = \frac{81}{500} \frac{(\sqrt{2k-1}+1)^5}{k^2(\sqrt{2k-1}+5)}$.

The numerical values of this lower bound are 0.864, 0.916, 0.883, 0.853, 0.811, and 0.765, for dimensions 1, 2, 3, 4, 6, and 10 of the observations, respectively. This sequence of lower bounds is monotonically decreasing for $k \geq 2$, and goes to 0.648 as $n \to \infty$ (see Hallin and Paindaveine (2002a) for the proofs of Corollaries 2 and 3, as well as for the densities in which the above infima are reached; see also Paindaveine (2004) for an elementary proof of Corollary 2).
4.2 Other location and serial problems.

It should be stressed that the same methodology can be used in a broad class of location and serial problems. For instance, consider the problem of testing for multivariate (elliptically symmetric) randomness against VARMA dependence. This problem is the special case

\[
\begin{align*}
\mathcal{H}_0 : \theta &= 0 \\
\mathcal{H}_1 : \theta &\neq 0,
\end{align*}
\]

in the model \( A(L)X_t = B(L)\varepsilon_t, t = 1, \ldots, n, A(L) := I_k - \sum_{r=1}^{p} A_r L^r, B(L) := I_k + \sum_{s=1}^{q} B_s L^s, \theta := (\text{vec } A_1)^T, \ldots, (\text{vec } A_p)^T, (\text{vec } B_1)^T, \ldots, (\text{vec } B_q)^T)^T. \) In this case, the (null) residuals \( Z_t = Z_t(0) \) coincide with the observations \( X_t. \)

Hallin and Paindaveine (2002c) developed locally and asymptotically optimal signed-rank procedures for this problem, which consist (at asymptotic level \( \alpha \)) in rejecting \( \mathcal{H}_0 : \theta = 0 \) as soon as

\[
\hat{Q}^{(n)}_K := \frac{k^2}{E[K_1^2(U)]E[K_2^2(U)]} \sum_{i=1}^{\max(p,q)} (n-i)^{-1} \sum_{s,t=i+1}^{n} K_1 \left( \frac{\hat{R}_s}{n+1} \right) K_1 \left( \frac{\hat{R}_t}{n+1} \right) \times K_2 \left( \frac{\hat{R}_s-1}{n+1} \right) K_2 \left( \frac{\hat{R}_t-1}{n+1} \right) \cos(\pi p_{s,t}) \cos(\pi p_{s-i,t-i}) > \chi^2_{k^2 \max(p,q);1-\alpha},
\]

where \( U \) is uniform over \((0,1), K_1, K_2 : (0,1) \to \mathbb{R} \) are square-integrable score functions, and the \( \hat{R}_t \)’s and \( p_{t,i} \)’s are respectively the pseudo-Mahalanobis ranks and (normalized) interdirections of the \( Z_t = X_t \)’s.

Again, it can be checked that (a), (b), and (c) in the proof of Proposition 3 are sufficient conditions to replace safely pseudo-Mahalanobis ranks by the ranks of symmetrized lift-interdirections. Consequently, one can base purely hyperplane-based procedures for testing for multivariate randomness on statistics of the form

\[
\hat{Q}^{(n)}_K := \frac{k^2}{E[K_1^2(U)]E[K_2^2(U)]} \sum_{i=1}^{\max(p,q)} (n-i)^{-1} \sum_{s,t=i+1}^{n} K_1 \left( \frac{\hat{R}_s}{n+1} \right) K_1 \left( \frac{\hat{R}_t}{n+1} \right) \times K_2 \left( \frac{\hat{R}_s-1}{n+1} \right) K_2 \left( \frac{\hat{R}_t-1}{n+1} \right) \cos(\pi p_{s,t}) \cos(\pi p_{s-i,t-i}).
\]

The same methodology can also be used in more general models (such as the multivariate GLM with VARMA error terms), both for testing simple null hypotheses—for which the value of the parameter of interest \( \theta \) is specified under the null—and for testing linear hypotheses on the parameter \( \theta \) (for the latter, one ends up with \textit{locally asymptotically most stringent}—rather than maximin—tests; see Section 11.9 of Le Cam 1986). This covers a lot of testing problems of practical interest, such as the two-sample problem, c-sample problem (MANOVA problem), Durbin-Watson problem, the problem of testing the order of a VARMA model, etc. (see Hallin and Paindaveine 2004b). Note that, for the c-sample problem, the resulting procedures are the (fully) hyperplane-based analogs to the hybrid procedures developed by Randles and Um (1998).

5 Finite-sample performances.

We performed two Monte-Carlo experiments in order to compare the small-sample behaviors and robustness features of the proposed hyperplane-based procedures with those of hybrid procedures
and those of shape-based procedures (based on pseudo-Mahalanobis ranks and standardized spatial signs).

5.1 Small-sample powers.

We considered the bivariate one-sample problem (with $\theta = 0 \in \mathbb{R}^2$), and generated $N = 2,000$ independent samples $X_i = \theta + \varepsilon_i$, $i = 1, \ldots, 30$ of size $n = 30$. The noise $\varepsilon_i$, $i = 1, \ldots, 30$ was drawn from the following distributions:

- $N$ (elliptical symmetry; light tails) bivariate standard normal $N_2(0, I_2)$,
- $(t_3)$ (elliptical symmetry; heavy tails) bivariate standard Student with 3 degrees of freedom,
- $(Eh)$ a mixture of $N_2(\mu, I_2)$ and $N_2(-\mu, I_2)$ with mixing probabilities $1/2, 1/2$ and $\mu = (3,0)'$,
- $(Ec)$ (radial outliers) a mixture of $N_2(0, I_2)$ and $N_2(0, \sigma^2 I_2)$ with $\sigma = 20$ and mixing probabilities 0.8 and 0.2, respectively,
- $(O_{20})$ (angular outliers) a mixture in which a proportion $(1 - c)$ of the sample is drawn from a $N_2\left(0, \begin{pmatrix} \sigma^2 & 0 \\ 0 & 1 \end{pmatrix}\right)$ distribution, a proportion $c/2$ is drawn from a uniform distribution over the unit ball centered at $\mu$, and a proportion $c/2$ is drawn from a uniform distribution over the unit ball centered at $-\mu$, with $\sigma = 20$, $c = 0.2$ and $\mu = (0,2)'$,
- $(O_{40})$ (angular outliers) same as $(O_{20})$, but $c = 0.4$,
- $\tilde{(O}_{40})$ (angular outliers) same as $(O_{20})$, but $c = 0.4$ and $\mu = (0,4)'$.

For each replication, the following tests were performed at nominal probability level $\alpha = 5\%$: the exact and asymptotic Hotelling $T^2$ tests, and the shape-based, hybrid, and hyperplane-based signed-rank tests with sign scores, Wilcoxon scores, van der Waerden scores, and $t_3$-scores. Note that both the hybrid sign test and the hyperplane-based sign test do coincide with Randles (1989)’s test, and that the shape-based sign test is nothing but Randles (2000)’s test. Similarly, the hybrid Wilcoxon procedure is Peters and Randles (1990)’s test.

Rejection frequencies, estimating the corresponding sizes and powers, were recorded at four values of $\theta$, of the form $m\Delta$ ($m = 0, 1, 2, 3$) (the value of $\Delta$ was adjusted for the various populations to examine somewhat similar points on the power curves); they are reported in Table 1 (Tyler’s estimator of scatter was used to compute pseudo-Mahalanobis distances; it was obtained via the iterative scheme described in Randles (2000), and iterations were stopped when the Frobenius distance between both sides of the estimating equation defining Tyler’s estimator fell below $10^{-8}$).

This simulation shows that the three classes of procedures behave quite similarly under elliptically symmetric distributions ($(N)$, $(t_3)$) and under the mixtures (Eh) and (Ec) (however, note that the relative behaviors under the mixture (Eh) pretty much depend on $m$, that is, on the points considered on the power curves). Finally, the most important differences occur in the presence of angular outliers: the hyperplane-based procedures seem to be significantly more robust than the hybrid ones, which, in turn, appear to be more robust than the shape-based procedures.
5.2 A robustness study.

We also conducted the following simulation in order to investigate further the robustness properties of the different types of procedures considered in the paper. For each value of $m \in \{0, 1, 2\}$, we generated $N = 1,000$ samples of size $n = 50$ from the bivariate normal distribution with mean vector $m\Delta = m(0, .25)'$ and covariance matrix $I_2$. In all samples, we replaced the first two observations by $m\Delta - rc$ and $m\Delta + rc$ (according to the value of $m$), with $c = (1, 1)^r/\sqrt{2}$.

In Figure 3, we report the graphs of the mean $p$-values of Hotelling’s test and of the different versions of the sign, Wilcoxon, and van der Waerden tests, for each value of $m$ and for a broad range of values for $r$. Clearly, the Hotelling test crashes when the outlying observations are taken away from the center of the distribution. On the contrary, the $p$-values of the different signed-rank tests remain fairly stable in the same situation. There does not seem however to be any significant differences between the shape-based, hybrid, and hyperplane-based procedures.

<table>
<thead>
<tr>
<th>pop.</th>
<th>test</th>
<th>0</th>
<th>$\Delta$</th>
<th>$2\Delta$</th>
<th>$3\Delta$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\mathcal{N}$</td>
<td>$t_3$</td>
<td>$\begin{pmatrix} .405 \end{pmatrix}$</td>
<td>$\begin{pmatrix} .1625 \end{pmatrix}$</td>
<td>$\begin{pmatrix} .3410 \end{pmatrix}$</td>
<td>$\begin{pmatrix} .8660 \end{pmatrix}$</td>
</tr>
<tr>
<td>$\Delta = \begin{pmatrix} .25 \end{pmatrix}$</td>
<td>$\begin{pmatrix} .055 \end{pmatrix}$</td>
<td>$\begin{pmatrix} .1560 \end{pmatrix}$</td>
<td>$\begin{pmatrix} .5040 \end{pmatrix}$</td>
<td>$\begin{pmatrix} .1980 \end{pmatrix}$</td>
<td></td>
</tr>
<tr>
<td>$\mathcal{W}$</td>
<td>$\begin{pmatrix} .055 \end{pmatrix}$</td>
<td>$\begin{pmatrix} .1560 \end{pmatrix}$</td>
<td>$\begin{pmatrix} .5040 \end{pmatrix}$</td>
<td>$\begin{pmatrix} .1980 \end{pmatrix}$</td>
<td></td>
</tr>
</tbody>
</table>

Table 1 Estimated sizes and powers of the exact/asymptotic Hotelling $T^2$ tests, and of the shape-based, hybrid (in parentheses), and hyperplane-based (in brackets) signed-rank tests with sign scores ($S$), Wilcoxon scores ($W$), and van der Waerden scores ($vdW$) and $t_3$-scores ($t_3$), under various values of the shift and various densities; simulations are based on 2,000 bivariate samples of size 30.
Figure 3: Mean p-values, for \( m = 0, 1, 2 \) (in the 1st, 2nd, and 3rd row, respectively) of Hotelling’s test and of the shape-based, hybrid, and hyperplane-based signed-rank tests with sign scores (1st column), Wilcoxon scores (2nd column), and van der Waerden scores (3rd column), for \( r \in [0, 20] \). The solid line refers to Hotelling’s test, the dashed to the shape-based tests, the dashdotted line to the hybrid tests, and the dotted line to the hyperplane-based tests.

6 Conclusions and final comments.

In this paper, we introduced a class of hyperplane-based signed-rank procedures for the multivariate one-sample problem, as for the problem of testing for multivariate randomness against VARMA serial dependence (the same methodology can be used for a much broader family of location and serial models, culminating in the multivariate general linear models with VARMA errors). The proposed hyperplane-based procedures are asymptotically equivalent to their (optimal) hybrid and shape-based counterparts based on pseudo-Mahalanobis ranks (introduced in Hallin and Paindaveine 2002a, b, and c). Therefore the three classes of procedures share the same optimality properties (in particular, the van der Waerden versions of these procedures dominate uniformly the classical Gaussian procedures). They also share the same invariance properties.
Interestingly enough, these hyperplane-based procedures show that (locally and asymptotically) optimal inference for the problems under consideration can be based only on indicator functions associated with the separations of pairs of observations by data-based hyperplanes. In particular, these procedures allow to avoid the estimation of the shape matrix.

The small-sample performances of the different procedures are quite similar under elliptical distributions or mixtures of elliptical distributions. However, hyperplane-based procedures are significantly more powerful in the presence of (radial) outliers. The main disadvantage of the hyperplane-based procedures lies in computability issues. Interdirections and lift-interdirections are counts, and their computation is heavy, even for relatively small space dimensions. Of course, one can also resort to subsampling (i.e., not consider all hyperplanes, and end up with estimated interdirections and lift-interdirections).

7 Appendix.

Proof of Proposition 1. With \( J = (1, 2, \ldots, k) \), we have

\[
d_0(J) + d^T(J)\mathbf{v} = \det \begin{pmatrix} 1^T & 1 \\ \mathbf{Z} & \mathbf{v} \end{pmatrix} = \det \begin{pmatrix} 1^T & 0 \\ \mathbf{Z} & \mathbf{v} - \mathbf{Z}_1 \end{pmatrix} = d^T(J)(\mathbf{v} - \mathbf{Z}_1),
\]

so that \( l_f(\mathbf{v}) = P[\text{sign}(d_0(J) + d^T(J)\mathbf{v}) \text{sign}(d_0(J) - d^T(J)\mathbf{v}) = -1] = P[|d^T(J)\mathbf{Z}_1| \leq |d^T(J)\mathbf{v}|] \). Since \( \mathbf{Z}_1 \) belongs to hyperplane \( J \) (so that \( d_0(J) + d^T(J)\mathbf{Z}_1 = 0 \)), we obtain

\[
l_f(\mathbf{v}) = P \left[ \left| \frac{d_0(J)}{d(J)} \right| \leq |u^T(J)\mathbf{v}| \right],
\]

where \( u(J) := d(J)/\|d(J)\| \) is uniformly distributed over \( S^{k-1} \) (if the \( \mathbf{Z}_i \)'s are spherically symmetric, it trivially follows from (8) that \( d(J) \) is also spherically symmetric). Now, write \( [\mathbf{Z}]_i \) (resp., \( [\mathbf{Z}]_{i,j} \)) for the array obtained by deleting the \( i \)th row in \( \mathbf{Z} \) (resp., by deleting the \( i \)th row and the \( j \)th column in \( \mathbf{Z} \)). Then, denoting by \( \mathbf{e}_i \) the \( i \)th vector of the canonical basis in \( \mathbb{R}^k \), we obtain

\[
|d^T(J)\mathbf{e}_i| = \left| \det \begin{pmatrix} 1^T & 0 \\ \mathbf{Z} & \mathbf{e}_i \end{pmatrix} \right| = \left| \det \begin{pmatrix} 1^T \\ \mathbf{Z}_i \end{pmatrix} \right| = \sum_{j=1}^{k} (-1)^{i+j} \det [\mathbf{Z}]_{i,j}.
\]

Writing \( \text{Adj} \mathbf{Z} \) for the adjoint matrix of \( \mathbf{Z} \) (defined by \( (\text{Adj} \mathbf{Z})_{ji} := (-1)^{i+j} \det [\mathbf{Z}]_{i,j} \)), this yields

\[
|d^T(J)\mathbf{e}_i| = \left| ((\text{Adj} \mathbf{Z})^T 1)^T \mathbf{e}_i \right| = |\det \mathbf{Z}| \left| ((\mathbf{Z}^T)^{-1} 1)^T \mathbf{e}_i \right|.
\]

Consequently, \( \|d(J)\|^2 = (\det \mathbf{Z})^2 1^T \mathbf{Z}^{-1} (\mathbf{Z}^T)^{-1} 1 \), which yields the result since \( d_0(J) = (-1)^k \det(\mathbf{Z}) \). \( \Box \)

Proof of Proposition 2. Thanks to affine-invariance, we may restrict without loss of generality to the spherical case \( \Sigma = \mathbf{I}_k \). Letting \( \hat{R}^{(n)}(\mathbf{v}) := R^{(n)}(\mathbf{v}; \mathbf{I}_k) \), we have

\[
\hat{R}^{(n)}(\mathbf{v}) - R^{(n)}(\mathbf{v}) = \sum_{i=1}^{n} \left( \mathbb{I}_{[\hat{R}^{(n)}(\mathbf{v}) \geq I^{(n)}]} - \mathbb{I}_{[\|\mathbf{v}\| \leq \|\mathbf{Z}_i\|]} \right)
\]

\[
= \sum_{i=1}^{n} \left( \mathbb{I}_{[\hat{R}^{(n)}(\mathbf{v}) \geq I^{(n)}]} \mathbb{I}_{[\|\mathbf{v}\| < \|\mathbf{Z}_i\|]} - \mathbb{I}_{[\hat{R}^{(n)}(\mathbf{v}) < I^{(n)}]} \mathbb{I}_{[\|\mathbf{v}\| > \|\mathbf{Z}_i\|]} \right),
\]
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so that
\[ n^{-2} \left( \hat{R}^{(n)}(v) - R^{(n)}(v) \right)^2 = n^{-2} \sum_{i,j=1}^{n} \left( \mathbb{I}[l^{(n)}(v) \geq l^{(n)}_i, \|v\| < \|Z_i\|] - \mathbb{I}[l^{(n)}(v) \leq l^{(n)}_j, \|v\| \geq \|Z_j\|] \right) \]

Consequently, it is sufficient to prove that
\[
E \left[ \mathbb{I}[l^{(n)}(v) \geq l^{(n)}_i, \|v\| < \|Z_i\|] \mathbb{I}[l^{(n)}(v) \geq l^{(n)}_j, \|v\| < \|Z_j\|] \right], E \left[ \mathbb{I}[l^{(n)}(v) \geq l^{(n)}_i, \|v\| < \|Z_i\|] \mathbb{I}[l^{(n)}(v) < l^{(n)}_j, \|v\| \geq \|Z_j\|] \right],
\]
and
\[
E \left[ \mathbb{I}[l^{(n)}(v) < l^{(n)}_i, \|v\| \geq \|Z_i\|] \mathbb{I}[l^{(n)}(v) < l^{(n)}_j, \|v\| \geq \|Z_j\|] \right]
\]
are \( o(1) \), for all \( i, j \), as \( n \to \infty \). This in turn will follow if we can show that
\[
E \left[ \mathbb{I}[l^{(n)}(v) \geq l^{(n)}_i, \|v\| < \|Z_i\|] \right] \quad (16)
\]
and
\[
E \left[ \mathbb{I}[l^{(n)}(v) < l^{(n)}_i, \|v\| \geq \|Z_i\|] \right] \quad (17)
\]
are \( o(1) \), for all \( i \), as \( n \to \infty \). Conditioning with respect to \( Z_i \), (16) becomes
\[
\int_{\mathbb{R}^k} g^{(n)}_v(z) f(z) \, dz,
\]
where
\[
g^{(n)}_v(z) := E \left[ \mathbb{I}[l^{(n)}(v) \geq l^{(n)}(z), \|v\| < \|z\|] \right].
\]

Of course, if \( \|z\| \leq \|v\| \), \( g^{(n)}_v(z) = 0 \) for all \( n \). Now, if \( \|z\| > \|v\| \), we also have \( l_f(v) < l_f(z) \), so that
\[
g^{(n)}_v(z) = P \left[ l^{(n)}(v) \geq l^{(n)}(z) \right] \leq P \left[ \left( l^{(n)}(v)/\|v\| - l^{(n)}(z)/\|z\| \right) - (l_f(v) - l_f(z)) \right] > |l_f(v) - l_f(z)| \leq \frac{\text{Var} \left[ l^{(n)}(v)/\|v\| - l^{(n)}(z)/\|z\| \right]}{(l_f(v) - l_f(z))^2}.
\]
Since the U-statistic \( l^{(n)}(v)/\|v\| \) (resp., \( l^{(n)}(z)/\|z\| \)) has a bounded kernel, \( \text{Var} \left[ l^{(n)}(v)/\|v\| \right] \) (resp., \( \text{Var} \left[ l^{(n)}(z)/\|z\| \right] \)) is \( O(1/n) \), as \( n \to \infty \). Therefore, \( g^{(n)}_v(z) = o(1) \) as \( n \to \infty \), also when \( \|z\| > \|v\| \). Consequently, we showed that \( g^{(n)}_v(z) = o(1) \) as \( n \to \infty \), for all \( z \). Since \( g^{(n)}_v(z) \leq 1 \) for all \( z \in \mathbb{R}^k \), Lebesgue’s dominated convergence theorem allows to conclude that (18) is \( o(1) \), as \( n \to \infty \), i.e., that (16) is \( o(1) \) as \( n \to \infty \). One can similarly prove that (17) is \( o(1) \) as \( n \to \infty \).

In that case, however, the associated pointwise convergence \( g^{(n)}_v(z) = o(1) \) as \( n \to \infty \), only holds \( z \)-a.e. (which is enough for Lebesgue’s dominated convergence theorem).

The result on the ranks of the symmetrized lift-interdirections can be proved in the same way, since \( \mathbb{I}[l^{(n)}(v)/\|2k^{(n)}_i\| = l^{(n)}(v)/\|k_i\| + o_{L^2}(1) = l_f(\Sigma^{-1/2}v) + o_{L^2}(1), as \, n \to \infty, under \, H^{(n)}(\Sigma, f). \)
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