Abstract: Given a sequence of two or more types of symbols, a run is defined as a succession of one or more identical symbols which are followed and preceded by a different symbol (or by no symbol at all). Runs tests are based on the length of the longest run or on the total number of runs. They figure among the oldest nonparametric procedures, and can be used in various setups. We review the different definitions of runs, their development over the last one hundred years, describe the domains of application of runs tests, and discuss their extension to the multivariate case.
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A famous teaching experiment

Given a sequence of two or more types of symbols, a run is defined as a maximal subsequence of identical symbols. For instance, the sequence HHTTTHTTTTHH of heads (H) and tails (T) contains five runs and the shortest and longest runs have length one and five, respectively. A well-known teaching experiment of T. Varga nicely illustrates the usefulness of such runs; see, e.g., [1].

The experiment may be described as follows. A class of school children is divided into two sections by the teacher.

(i) Each child in the first section is given a coin and is asked to write down on a slip of paper the head and tail sequence obtained from tossing the coin two hundred times.

(ii) Each child from the second section is rather asked to write down on a slip of paper a “random” head and tail sequence of length two hundred (children from the second section may not use coins).

Collecting these slips of paper, the teacher then considers them one at a time and tries to classify them as originating from the first section or the second one.

One possible strategy is to classify as random any sequence presenting a run whose length is large enough—is strictly larger than four, say. This is justified by the fact that, when asked to produce artificially such a random sequence, children are usually afraid of writing down long runs, while long runs actually appear quite often (the probability that the length of the longest run is strictly larger than four is above 95%; see Figure 1 for an illustration). This explains why this classification rule tends to work well in practice.

From this teaching experiment, one may guess that runs are of interest for statistical inference. Run-based tests of hypotheses—or simply runs tests—are based on the size of the longest run or, more often, on the number of runs in a sequence. Runs tests figure among the oldest nonparametric procedures, as evidenced by, e.g., [2]. They exhibit many advantages: they remain valid (in the sense that they meet the level constraint) under very mild assumptions, they are often distribution-free, they are very robust against possible outliers, they do not require any moment conditions, and they are easy to calculate and implement. Their main drawback, at least in the standard univariate case, is that they are poorly efficient compared to parametric Gaussian procedures, unless observations originate from a distribution with very heavy tails.
Figure 1  Histogram of the distribution of the longest run in a collection of 10,000 head and tail sequences of length 200.

History of runs in a snapshot

A considerable amount of research on the theory of runs and runs tests was achieved around 1940, by [3–8] or [9]; see also the extensive bibliography in [10]. The popularity of runs tests has continued to increase until the late 1950’s, where it seems to reach a peak: [10] contains 24 references for the period between 1955 and 1959. Notable contributions in the less active times are [11, 12], which contain several distributional results on the total number of runs and on the length of the longest run. This area of research has become active again during the 1980’s and 1990’s (see, e.g., [13]). The traditional combinatorial approach was then partially replaced by a Markov-chain approach, as described in [14] or [15]. A precise account on the development of the distribution theory of runs can be found in [16]. Modern research on runs tests mainly focuses on the definition of multivariate runs tests. Besides the slightly older proposal by [17], recent works in this direction are [18–20] and [21].

Domains of application

The high popularity of runs tests is explained by their many nice properties (see the bottom of Page 1) and the fact that they can deal with both qualitative and quantitative data. Even more important, arguably, is the fact they happen to be useful in many different areas and setups. [22, 23] and [24] describe economic and econometric applications of runs tests. [9, 25, 26], and [27] apply the concept of runs to quality control charts, [28] to contingency tables, [29] to regression problems, and [30] to multi-sample problems.

The famous paper Wald and Wolfowitz (1940), that deals with multi-sample problems, proposes a runs test to detect whether two samples are drawn from the same population. This work deserves some special attention, as it is actually the basis of most of the subsequent developments. Let $X_1, \ldots, X_{n_1}$ and $Y_1, \ldots, Y_{n_2}$ be two independent samples of i.i.d. univariate observations. In order to test whether the common distribution of the $X_i$’s coincides with the common distribution of the $Y_j$’s, Wald and Wolfowitz’ statistic is the number of runs in the sequence obtained by replacing $X$’s with ones and $Y$’s with zeros in the order statistic of the pooled sample. Clearly, the null hypothesis that both parent distributions do coincide is to be rejected for small values of this runs statistic.

Runs tests of the Wald and Wolfowitz type have also been used to address the problem of testing randomness of a series of observations, which is one of the most important problems in time series analysis. This problem is arguably the most natural field of applications of runs tests, be it in testing against trend ([8],
[24] or [29]), first-order serial dependence ([31–33] or [34]), higher-order Markov dependence ([34]) or in the study of comovements between two series ([35, 36]). Gibbons [11, 12] provides some insight into the uses of runs in this context. To be more specific, classical runs tests typically reject the null hypothesis of randomness, in a sample of serial observations $X_t$, $t = 1, \ldots, n$, when the number of runs in the sequence $S_t(\theta_n)$, $t = 1, \ldots, n$ is either too small or too big; here, $S_t(a) := \text{Sign}(X_t - a)$ stands for the sign of $X_t$ with respect to $a$ (that is, the sign of $X_t - a$), and $\theta_n$ denotes the sample median of the $n$ observations. Clearly, small (resp., large) numbers of runs indicate positive (resp., negative) serial dependence, hence are incompatible with the null of randomness. Under the assumption that the observations share the same population median and are almost surely different from this common median value, the runs statistic rewrites

$$R_{\text{rand}}^{(n)} = 1 + \sum_{t=2}^{n} \frac{1 - S_t(\theta_n)S_{t-1}(\theta_n)}{2},$$

which shows that the classical runs test is based on a first-order (sign) autocorrelation quantity, hence might fail to detect higher-order dependence. In order to improve on this, Dufour, Hallin and Mizera [37] propose generalized runs tests for randomness, that are based on higher-order (sign) autocorrelations. Their contribution can be considered as an important step towards a general methodology for the analysis of time series with nonhomogeneous innovations (the runs test for randomness does not assume that observations are identically distributed, but only that they share the same population median).

In the late 1980’s, runs have also proved useful for the problem of testing symmetry of a univariate (absolutely continuous) distribution, as is shown by Cohen and Menjoge [38] and McWilliams [39]: both works independently propose a common runs test that is usually referred to as McWilliams test in the literature. Assuming that a sample of i.i.d. observations $X_1, \ldots, X_n$ is available, McWilliams’ test rejects the null that the parent distribution is symmetric about a fixed centre $(\theta$, say) for small values of

$$R_{\text{symm}}^{(n)} = 1 + \sum_{i=2}^{n} \frac{1 - S_{A_i}(\theta)S_{A_{i-1}}(\theta)}{2},$$

where $A_1, \ldots, A_n$ are defined through $|X_{A_1} - \theta| < |X_{A_2} - \theta| < \ldots < |X_{A_n} - \theta|$ (absolute continuity almost surely provides this strict ordering). In other words, the runs test statistic is computed first by permuting the observations according to the distances from the null symmetry centre $\theta$, then by recording the number of runs in the resulting sequence of signs. Clearly, a small value of $R_{\text{symm}}^{(n)}$ indicates different tail weights on both sides of $\theta$, hence is incompatible with the null of symmetry about $\theta$. Cohen and Menjoge [38] derive the asymptotic null distribution of $R_{\text{symm}}^{(n)}$, while McWilliams [39] makes use of results from [3] to prove that $R_{\text{symm}}^{(n)} - 1$ is binomial with parameters $n - 1$ and $1/2$. This runs test for symmetry is shown to be universally consistent in [40]. Finally, weighted and conditional versions of this test are proposed in [41] and in [42], respectively.

**Extension to the multivariate setup**

To describe the recent extensions of the concept of runs to the multivariate setup, we focus on the multivariate versions of two of the three testing problems considered above, namely (i) the problem of testing for randomness in a multivariate series and (ii) the problem of testing symmetry of a multivariate distribution; we refer to [17] for the construction of multivariate runs tests in the third problem, namely the two-sample location problem.

(i) Consider the problem of testing the null hypothesis of randomness in the $k$-dimensional series of observations $X_t$, $t = 1, \ldots, n$. Assuming that the observations share a common distribution that is spherically symmetric about $\theta$, Marden [18] proposes—by analogy with (1)—to reject the null of randomness for either
small or large values of
\[
R_{\text{rand}}^{(n)} = 1 + \sum_{t=2}^{n} \frac{1 - S_t'(\theta)S_{t-1}(\theta)}{2},
\]  
where the so-called \textit{spatial sign} \( S_t(a) \) of \( X_t \) with respect to \( a \) is defined as \( (X_t - a)/\|X_t - a\| \) if \( X_t \neq a \) and as 0 otherwise. Paindaveine [19] further considers “full-rank” runs tests obtained by replacing inner products with outer products in a normalized version of (3); an appropriate matrix norm is then needed to decide how “large” the resulting runs statistic is. In order to make the test valid under a weaker symmetry assumption, standardized multivariate runs are defined there, either by using standard \textit{spatial signs} (see, e.g., [43]) or Randles’ \textit{interdirections} (see [44]). Quite surprisingly, relative efficiencies with respect to Gaussian parametric competitors improve as the dimension \( k \) increases.

(ii) Parallel to the above, Marden [18] also proposes to test the null that the common distribution of \( X_i, i = 1, \ldots, n \) is spherically symmetric (about \( \theta \)) by means of a multivariate runs statistic of the form
\[
R_{\text{symm}}^{(n)} = 1 + \sum_{i=2}^{n} \frac{1 - S_t'(\theta)S_{t-1}(\theta)}{2},
\]  
where \( A_1, \ldots, A_n \) are defined through \( \|X_{A_1} - \theta\| < \|X_{A_2} - \theta\| < \ldots < \|X_{A_n} - \theta\| \); compare with (2). More recently, Ley [20] defines runs tests for the broader null hypothesis of central symmetry (about \( \theta \)) by introducing multivariate runs that are more nonparametric in nature. Denoting by \( \text{Simplex}(x_1, x_2, \ldots, x_k) \) the convex hull of \( x_1, x_2, \ldots, x_k \) in \( \mathbb{R}^k \) and by \( D^{(n)}(x) \) the depth of \( x \) with respect to the empirical distribution of the sample \( X_1, \ldots, X_n, 2\theta - X_1, \ldots, 2\theta - X_n \), these runs are defined as
\[
R_{\text{symm}}^{(n)} := 1 + \sum_{i=k+1}^{n} \mathbb{I}_{\theta \in \text{Simplex}(X_{A_k}, X_{A_{k-1}}, \ldots, X_{A_1})},
\]  
where \( A_1, \ldots, A_n \) are now defined through \( D_{\theta}^{(n)}(X_{A_k}) > \ldots > D_{\theta}^{(n)}(X_{A_n}) \); for all classical statistical depth functions (halfspace depth, simplicial depth, simplicial volume depth, etc.; see [45]), this runs statistic reduces to the McWilliams runs statistic in (2) in the univariate case. An extensive study of the resulting tests in the bivariate case is provided in [21].
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