Elliptical symmetry

Abstract: This article first reviews the definition of elliptically symmetric distributions and discusses identifiability issues. It then presents results related to the corresponding characteristic functions, moments, marginal and conditional distributions, and considers the absolutely continuous case. Some well known instances of elliptical distributions are provided. Finally, inference in elliptical families is briefly discussed.
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Definition

Until the 1970s, most procedures in multivariate analysis were developed under multinormality assumptions, mainly for mathematical convenience. In most applications, however, multinormality is only a poor approximation of reality. In particular, multinormal distributions do not allow for heavy tails, that are so common, e.g., in financial data. The class of elliptically symmetric distributions extends the class of multinormal distributions by allowing for both lighter-than-normal and heavier-than-normal tails, while maintaining the elliptical geometry of the underlying multinormal equidensity contours. Roughly, a random vector \( X \) with elliptical density is obtained as the linear transformation of a spherically distributed one \( Z \)—namely, a random vector with spherical equidensity contours, the distribution of which is invariant under rotations centered at the origin; such vectors always can be represented under the form \( Z = RU \), where \( R \) is a positive real variable, and \( U \), independent of \( R \), is uniform over the unit sphere.

More formally, elliptically distributed random vectors, as introduced by [1] and further studied by [2, 3], do not necessarily possess a density, and are defined as follows.

Definition 1. The random \( d \)-vector \( X \) is elliptically distributed if and only if there exists a \( d \)-vector \( \mu \), a \( d \times r \) matrix \( A \) with maximal rank \( r \), and a nonnegative random variable \( R \), such that (denoting by \( \equiv \) equality in distribution)

\[
X \equiv \mu + RAU,
\]

where the random \( r \)-vector \( U \) is independent of \( R \) and is uniformly distributed on the unit sphere \( S^{r-1} \subset \mathbb{R}^r \).

One may then write \( X \sim \mathcal{E}_d(\mu, \Sigma, F_R) \), where \( \Sigma = AA' \) and \( F_R \) is the cumulative distribution function of the generating variate \( R \). The distribution \( \mathcal{E}_d(\mu, \Sigma, F_R) \) is said to be elliptically symmetric—or simply elliptical.

Several comments are in order. First, if \( X \sim \mathcal{E}_d(\mu, \Sigma, F_R) \), then \( X - \mu \) takes its values in the column space \( \mathcal{M}(A) \) of \( A \), an \( r \)-dimensional subspace of \( \mathbb{R}^d \). The support of the distribution of \( X - \mu \) will be \( \mathcal{M}(A) \) itself if and only if the support of the distribution of \( R \) is the whole positive real half line \( \mathbb{R}^+ \) (the latter support, however, may be a bounded interval or an at most countable subset of \( \mathbb{R}^+ \)). Second, strictly speaking, \( A \) (equivalently, \( \Sigma \)) is only defined up to a positive scalar factor, as replacing the couple \((R, A)\) with \((\lambda^{-1}R, \lambda A)\), for any \( \lambda > 0 \), does not affect the distribution of \( X \). This may be solved by imposing that the covariance matrix of \( X \) is equal to \( \Sigma \) or by imposing that \( R \) has median one (the latter solution has the advantage of avoiding finite moment assumptions; yet, under finite second-order moments, the former may be more convenient).
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The uniqueness theorem (see, e.g., pages 346 and 351 in [4]) implies that elliptically distributed random vectors alternatively may be defined in terms of characteristic functions.

Definition 2. The random \( d \times d \) symmetric and positive semi-definite matrix \( \Sigma \), and a function \( \varphi : \mathbb{R}^+ \to \mathbb{R} \), such that the characteristic function of \( X \) is of the form

\[
\phi_X(t) = \exp(i t^\prime \mu - t^\prime \Sigma t), \quad t \in \mathbb{R}^d.
\]

One may then write \( X \sim \mathcal{E}_d(\mu, \Sigma, \varphi) \). The function \( \varphi \) is called the characteristic generator of \( X \).

This latter definition is the one adopted in [1, 2], where Definition 1 then has the status of a stochastic representation result. The uniqueness theorem further implies that there is a one-to-one relation between \( F_R \) and \( \varphi \); see [3] for an explicit formula. Note that Definition 2 justifies that the notation \( \mathcal{E}_d(\mu, \Sigma, F_R) \) may be used instead of \( \mathcal{E}_d(\mu, \Sigma, F) \), since it shows that this distribution does depend on \( \Sigma \) only through \( \mu \).

Moments

If \( X \sim \mathcal{E}_d(\mu, \Sigma, F) = \mathcal{E}_d(\mu, \Sigma, \varphi) \), then it is clear that \( X \) admits finite moments of order \( s > 0 \) if and only if \( \text{E}[R^s] < \infty \). Assuming that the corresponding moments are finite, one has

\[
\text{E}[X] = \mu \quad \text{and} \quad \text{Var}[X] = \text{E}[R^2] = -2\varphi'(0)\Sigma
\]

(under finite second-order moments, the normalization \( \text{Var}[X] = \Sigma \) is thus strictly equivalent to \( \text{E}[R^2] = r \)).

To consider higher-order moments, let \( \sigma_{i_1i_2...i_k} := \text{E}[(X - \mu)_{i_1}(X - \mu)_{i_2}...((X - \mu)_{i_k}] \). By symmetry, all third-order moments \( \sigma_{ijk} \) are zero, and this extends to all odd moments (still provided that the corresponding moments do exist). As for fourth-order moments, they all (in the full-rank case \( r = d \)) satisfy the identity

\[
\sigma_{ijkl} = (\kappa + 1)(\sigma_{ij}\sigma_{kl} + \sigma_{ik}\sigma_{jl} + \sigma_{il}\sigma_{jk}),
\]

where

\[
\kappa := \frac{1}{3} \left( \frac{\sigma_{i_1i_1}}{\sigma_{i_1i_1}^2} - 3 \right) = \frac{d}{d + 2} \left( \frac{\text{E}[R^4]}{\text{E}[R^2]^2} \right) - 1
\]

is the kurtosis parameter of the elliptical distribution at hand; see [5, 6]. It is remarkable that \( \kappa \) indeed does not depend on \( i \), nor on the scatter matrix \( \Sigma \). Note that \( \kappa \) does not reduce to the usual kurtosis coefficient used in the univariate case. It is shown in [7] that \( \kappa > -2/(d + 2) \).

The absolutely continuous case

As mentioned above, \( X \sim \mathcal{E}_d(\mu, \Sigma, F) \) almost surely takes its values in the column space of the \( d \times r \) matrix \( A \), translated at \( \mu \). Therefore a necessary condition for \( X \) to be absolutely continuous with respect to the Lebesgue measure on \( \mathbb{R}^d \) is \( r = d \)—in which case both \( A \) and \( \Sigma \) are invertible matrices. Under the condition that \( r = d \), it can be shown that absolute continuity of \( X \) holds if and only if \( R \) is absolutely continuous with respect to the Lebesgue measure on \( \mathbb{R}^d_+ \).

In the absolutely continuous case, the density of \( X \) is of the form

\[
x \mapsto f_X(x) = c_{d,f} (\det \Sigma)^{-1/2} f \left( \sqrt{(x - \mu)^\prime \Sigma^{-1}(x - \mu)} \right),
\]

where \( f : \mathbb{R}_0^+ \to \mathbb{R}^+ \) is the so-called radial density and \( c_{d,f} > 0 \) is a normalization factor (ensuring that \( f_X \) integrates to one). Putting \( \mu_{d,f} := \int_0^\infty r^d f(r) \, dr \), the density of \( R \) is then \( r \mapsto f_R(r) := \mu_{d-1,f}^{-1} r^{d-1} f(r) I_{[r > 0]} \).
Elliptical distributions are closed under affine transformations. If a random vector $X$ is elliptically distributed, then the induced distribution of $AX + B$ is also elliptical, for any affine transformation $A$ and $B$. This is because the density function of an elliptically distributed random vector $X$ is of the form

$$f_X(x) = f(x) = \frac{1}{|\Sigma|^{1/2}} \exp\left(-\frac{1}{2} (x - \mu)^T \Sigma^{-1} (x - \mu)\right),$$

where $f$ is the characteristic function of $X$, $\mu$ is the location parameter, and $\Sigma$ is the scatter parameter. The density function is invariant under affine transformations, because

$$f(AX + B) = \frac{1}{|A|^{1/2}} \exp\left(-\frac{1}{2} ((x - B)A)^T \Sigma^{-1} ((x - B)A)\right) = f(X),$$

for any $A$ and $B$, and $|A|$ is the determinant of $A$. Therefore, if $X$ is elliptically distributed, then $AX + B$ is also elliptically distributed.

Marginal and conditional distributions

Consider a random $d$-vector $X$ with distribution $\mathcal{E}_d(\mu, \Sigma, F_R) = \mathcal{E}_d(\mu, \Sigma, \varphi)$. Then, $X \overset{D}{=} \mu + RAU$, where $R$, $A$, and $U$ are as in Definition 1. It directly follows that, for any $k \times d$ matrix $L$ and any $k$-vector $b$,

$$LX + b \overset{D}{=} (L\mu + b) + R(LA)U \sim \mathcal{E}_k(L\mu + b, L\Sigma L^T, F_R),$$

where $\mathcal{E}_k$ is the $k$-dimensional elliptical distribution with location parameter $L\mu + b$ and scatter parameter $L\Sigma L^T$. The class of elliptical distributions is therefore closed under affine transformations. Note that the induced transformations of the parameters $\mu \rightarrow L\mu + b$ and $\Sigma \rightarrow L\Sigma L^T$ are the natural transformations for multivariate location and scatter parameters, respectively, and that the generating variate and characteristic generator are invariant under affine transformations. Of course, it directly follows that (possibly multivariate) marginals of an elliptically distributed random vector also are elliptically distributed.
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Theorem 1. Let \( X_1 \) be a \( d \)-vector random variable and \( X_2 \) be a \( d \times d \)-vector random variable. Partition the arrays \( \mu \) and \( \Sigma \) accordingly, with blocks \( \mu_1, \mu_2, \Sigma_{11}, \Sigma_{12} = \Sigma_{21}, \) and \( \Sigma_{22} \), of size \( d_1 \times 1, d_2 \times 1, d_1 \times d_2, \) and \( d_2 \times d_2 \), respectively. Then \( X_1 \sim \mathcal{E}_{d_1}(\mu_1, \Sigma_{11}, F) \).

Conditional distributions are more difficult to describe, and, for the sake of simplicity, only the full-rank case \( r = d \) is treated here; see [2] for more general statements. As shown by the following result, conditional distributions are still elliptical, with a conditional mean function that does not depend on the parent (joint) elliptical distribution, hence simply coincides with the linear conditional mean function that is well known in the multinormal case.

Theorem 2. Consider the same setup as in Theorem 1 and further assume that \( r = \text{rank}(\Sigma) = d \). Then \( X_1|X_2 = x_2 \sim \mathcal{E}_{d_1}(\mu_{1|2}, \Sigma_{1|2}, F_{R_{1|2}}) \), where

\[
\mu_{1|2} = \mu_1 + \Sigma_{12}\Sigma_{22}^{-1}(x_2 - \mu_2), \quad \Sigma_{1|2} = \Sigma_{11} - \Sigma_{12}\Sigma_{22}^{-1}\Sigma_{21},
\]

and \( F_{R_{1|2}} \) is the cdf of \( (R^2 - d_2 \Sigma_{22}^{-1}(x_2, \mu_2))^{1/2} | [X_2 = x_2] \) (here, \( R \) is the generating variate of \( X = (X_1, X_2)' \)).

The conditional scatter matrix \( \Sigma_{1|2} \) does not depend on the fixed value \( x_2 \) of \( X_2 \). However, whenever it exists, the conditional covariance matrix, that—in view of (1)—is given by

\[
\text{Var}[X_1 | X_2 = x_2] = \frac{1}{d_1} (\text{E}[R^2 | X_2 = x_2] - d_2 \Sigma_{22}^{-1}(x_2, \mu_2)) \Sigma_{1|2},
\]

in general is a non-trivial function of \( x_2 \). Actually, the only case where this heteroskedasticity is never present is the multinormal case; see Theorem 7 in [1].

Inference in elliptical families

Elliptical families have been introduced in multivariate analysis as a reaction against pervasive Gaussian assumptions. Most classical (Gaussian) procedures in that field—one-sample location, multivariate regression, MANOVA/MANOCOVA, principal components, discriminant analysis, canonical correlations, etc.—can be turned into elliptical pseudo-Gaussian procedures, that is, into procedures that apply under a broad class of elliptical distributions while remaining asymptotically equivalent to the corresponding original Gaussian procedures under multinormality.

For location problems (one-sample location, multivariate regression, MANOVA/MANOCOVA, etc.), there is actually no need to define such pseudo-Gaussian procedures. In a one-sample context, traditional Gaussian methods, based on the asymptotic normality of the sample mean \( \bar{X} := \frac{1}{n} \sum_{i=1}^n X_i \), indeed typically remain valid under any elliptical distribution with finite second-order moments—and actually under any distribution meeting the same moment restrictions. However, the situation is much different for inference problems related to scatter matrices, such as principal components, discriminant analysis, canonical correlations, testing for sphericity, testing for the equality of the scatter matrices associated with \( m \) independent populations, etc. For such problems, Gaussian procedures are notoriously sensitive to violations of Gaussian assumptions, and extending the normal-theory standard procedures—Gaussian MLEs and likelihood ratio (or Wald) tests—to the elliptical case may be much more difficult; see [9] for a classical discussion of this fact, or [10] for a more recent overview.

This is illustrated in the generic problem where, on the basis of \( n \) mutually independent observations \( X_1, \ldots, X_n \) with common distribution \( \mathcal{E}_{d}(\mu, \Sigma, F_R) \), one wants to test the null hypothesis \( H_0 : \Sigma = \Sigma_0 \), for some fixed symmetric positive definite matrix \( \Sigma_0 \) (for the sake of simplicity, scatter matrices \( \Sigma \) are assumed invertible here, and identifiability issues are solved by imposing that \( \text{Var}[X_1] = \Sigma \)). A Wald test can be based on the asymptotic distribution of the regular sample covariance matrix \( S := \)}
unfortunately remain poorly robust. They still are very sensitive to the presence of outliers and they do
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component analysis, canonical correlations, and to the problem of testing for multivariate non-correlation,

\[ V \chi \]

and

\[ kurtosis \] parameter of the underlying elliptical distribution (see (2)), \( I_d \) is the d-dimensional identity matrix, and

\[ K_d := \sum_{i,j=1}^{d} (e_i e'_j) \otimes (e_j e'_i) \]

is the so-called \( d^2 \times d^2 \) commutation matrix (here, \( e_i \) is the \( i \)th vector in the canonical basis of \( \mathbb{R}^d \)); see, e.g., [11, 12]. The resulting Wald test for \( H_0 : \Sigma = \Sigma_0 \) typically rejects the null for large values of \( Q_{\text{scatter}} := n (\text{vec}(S - \Sigma_0))' (\Gamma_{\text{scatter}}(\Sigma_0))^{-1} \text{vec}(S - \Sigma_0) \), a statistic whose asymptotic null distribution unfortunately is \( (1 + \kappa + ds/2) \chi^2_d + (1 + \kappa) \chi^2_{d(d+1)/2-1} \), and there is no easy way to modify this test statistic to let it agree—under any elliptical distribution with finite fourth-order moments—with the asymptotic null \( \chi^2_{d(d+1)/2} \) distribution obtained in the multinormal case; see, e.g., [9]. This makes it difficult to extend the Gaussian Wald test—equivalently, the Gaussian LRT test, since both tests are actually asymptotically equivalent under the null—to the elliptical case. While the testing problem considered here may seem of academic interest only, the same difficulty holds for the problem of testing equality of several covariance matrices, which is of very high practical relevance. A classical way out of this difficulty consists in bootstrapping the Wald or LRT tests, but a preferable solution is the one developed in [13] (see also [14]) that modifies the test statistic \( Q_{\text{scatter}} \) in such a way that its asymptotic null distribution agrees, irrespective of the underlying elliptical distribution with finite fourth-order moments, with the one obtained in the multinormal case.

Quite fortunately, not all problems related to scatter or covariance matrices are as “hard” as the ones above. It actually turns out that the numerous problems in multivariate analysis where the parameter of interest is not the scatter matrix \( \Sigma \) but rather a properly normalized version of the scatter matrix are “easier”*. In principal components, for instance, it is sufficient to know \( \Sigma \) up to a positive scalar factor to compute the principal directions or to decide how many principal directions are needed to explain some fixed proportion of the total variance. The parameter of interest is then the so-called \( \text{shape matrix} \ V \), that is defined as the only matrix proportional to \( \Sigma \) having upper-left entry equal to one, or alternatively having trace equal to \( d \), or alternatively having determinant equal to one\(^1\). If one adopts the normalization \( V := \Sigma / (\det \Sigma)^{1/d} \), then the MLE for \( V \), namely \( \hat{V} := S / (\det S)^{1/d} \), satisfies (still under any elliptical distribution with finite fourth-order moments)

\[ \sqrt{n} \text{vec}(\hat{V} - V) \xrightarrow{\mathbb{L}} N(0, \Gamma_{\text{shape}}(V)) \text{, with } \Gamma_{\text{shape}}(V) := (1 + \kappa) \left( (I_d + K_d)(V \otimes V) + \frac{2}{d} \text{vec}(V) (\text{vec}(V))' \right) \]

and testing for \( H_0 : V = V_0 \) can simply be based on the asymptotic null \( (1 + \kappa) \chi^2_{d(d+1)/2-1} \) distribution of \( Q_{\text{shape}} := n (\text{vec}(\hat{V} - V_0))' (\Gamma_{\text{shape}}(V_0))^{-1} \text{vec}(\hat{V} - V_0) \) (in practice, the test is based on the asymptotic null \( \chi^2_{d(d+1)/2-1} \) distribution of \( Q_{\text{shape}} / (1 + \hat{k}) \), where \( \hat{k} \) is an arbitrary consistent estimate of \( \kappa \). This allows to test sphericity of the underlying distribution (by choosing \( V_0 = I_d \)), but also similarly applies to principal component analysis, canonical correlations, and to the problem of testing for multivariate non-correlation, among others; see, e.g., [9, 12, 16] and [17].

Being based on sample means and sample covariance matrices, the pseudo-Gaussian tests mentioned above unfortunately remain poorly robust. They still are very sensitive to the presence of outliers and they do require finite moments of order two (resp., four) for location problems (resp., for problems on scatter or shape matrices). Robust procedures resisting arbitrarily heavy tails, however, may be based on multivariate signed

* The terminology “easy” and “hard” goes back to [9].

\(^1\)Among these three possible definitions of shape, the determinant-based one was shown canonical in [15], in the sense that it is the only one for which the shape parameter \( V \) and the scale parameter \( \sigma^2 \) arising from the decomposition of scatter into \( \Sigma = \sigma^2 V \) are orthogonal in the sense of Fisher information.
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ranks, that allow to build (asymptotically) distribution-free and invariant procedures not only for all inference problems mentioned above, but also for some time series problems; see [18–22] and [23].

In all inference problems considered above, the parameter of interest is either the location centre $\mu$, the scatter matrix $\Sigma$, or the shape matrix $V$, and the radial density $f$ therefore always plays the role of an unspecified nuisance. Sometimes it is also of interest to estimate the radial density. This may be done in a parametric way (by assuming, e.g., that the underlying elliptical distribution is a Student distribution and by estimating the corresponding degree of freedom via maximum likelihood) or in a nonparametric way (by adopting, e.g., a kernel-based estimator of the radial density). Unlike in traditional density estimation, the latter approach is not affected by the curse of dimensionality, since, irrespective of the dimension $d$, only a univariate density (namely, that of the generating variate $R$) has to be estimated; see, e.g., [24].
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