Spatial variation of englacial radar attenuation: Modeling approach and application to the Vostok flowline
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[1] Constraining the spatial variation of englacial radar attenuation is critical for accurate inference of the spatial variation of the englacial and basal properties of ice sheets from radar returned power. Here we evaluate attenuation models that account for spatial variations in ice temperature and chemistry and test them along the flowline that passes through the Vostok ice core site, Antarctica. The simplest model, often used but rarely valid, assumes a uniform attenuation rate everywhere along the flowline, so that total attenuation is proportional to ice thickness. The next simplest model uses spatially varying temperatures predicted by an ice-flow model and assumes uniform chemistry. Additional models account for spatially varying chemistry using englacial stratigraphy. We find that the roundtrip attenuation to the bed can easily differ by 10 dB or more between the uniform attenuation-rate model and models that account for variable ice temperature. Such differences are sufficient to confound the delineation of dry and wet beds. Also including spatial variations in chemistry produces smaller differences (<10 dB), but the magnitude of these differences depends on the relative importance of dry and wet deposition of impurities in the past. Accounting for dry-deposited impurities requires ice-flow modeling and results in larger differences from all other models, which assume uniform chemistry or wet deposition only. These results indicate that modeling the spatial variation of attenuation requires a spatially varying temperature model in order to infer bed conditions from bed returned power accurately, and that both ice core data and radar stratigraphy are also strongly desirable.


1. Introduction

[2] The current spatial distribution of ice sheet basal conditions is poorly known and has been identified as a major source of uncertainty for predictive ice sheet models [Alley et al., 2005; Bell, 2008]. Ice-penetrating radar surveys are one of the primary geophysical tools for the investigation of basal conditions, generally by interpretation of bed reflectivity. The detection of subglacial water using radar is of particular interest [e.g., Peters et al., 2005]. However, the returned power from the bed recorded by radar depends not only on the bed reflectivity, but also on system parameters and englacial losses [e.g., Matsuoka, 2011]. Of these losses, the primary unknown is the dielectric attenuation within the ice.

[3] Radar attenuation in ice sheets depends mostly on ice temperature and chemistry [e.g., MacGregor et al., 2007]. Depth-averaged attenuation rates to the bed of polar ice sheets can vary across more than two orders of magnitude (<10 to ~30 dB km−1 one way) [e.g., Jacobel et al., 2009, 2010; Matsuoka et al., 2010a, 2012], yet the reflectivity difference between dry and wet beds is only 10–15 dB [e.g., Peters et al., 2005]. Furthermore, many studies have assumed a uniform depth-averaged attenuation rate [e.g., Bentley et al., 1998; Copland and Sharp, 2001; Rippin et al., 2004; Peters et al., 2005; Pattyn et al., 2009; MacGregor et al., 2011; Pettersson et al., 2011]. Although in many cases their inferences regarding basal conditions from radar data are qualitatively consistent with glaciological expectations, this assumption limits both the quality of those inferences and the straightforward detection of regions with basal...
Surface elevation in the Lake Vostok region [Bamber et al., 2009] and location of the flowline that crosses through the Vostok ice core site. The blue solid line outlines the region of the SOAR radar grid [Studinger et al., 2003]. Only the portion of the Vostok flowline within the area of the radar grid is used in this study. Outside of the SOAR grid, the flowline was determined solely using surface elevations; inside the radar grid, it was determined by tracking of structures in the englacial stratigraphy [Tikku et al., 2004]. Inset map shows the location of the study area in Antarctica.

conditions that do not conform with predictions. Both the areal coverage and the quality of radar surveys has increased significantly over the past two decades, but the development of radar-attenuation models has not kept pace with those improvements. A better understanding of the spatial variation of attenuation rates is therefore critical for accurate inference of basal conditions from radar data.

[4] Here we examine attenuation models that account for ice temperature and chemistry and evaluate differences in their predictions along the flowline that passes over subglacial Lake Vostok and through the Vostok ice core site in East Antarctica (Figure 1). We both consider existing models, and develop new models of the horizontal variation of englacial radar attenuation, beginning with the simplest possible model (a uniform attenuation rate) and progressively refining that model using various ice core data (chemistry, density), radar data (englacial stratigraphy) and ice-flow model outputs (temperature, velocity). The Vostok flowline is examined because of the availability of both radar and ice core data, our overarching interest in studying the ice–lake interface of Lake Vostok using radar returned power, and the range of flow regimes that exist along this flowline.

2. Background

2.1. Radar Attenuation

[5] The englacial radar attenuation rate $N_a$ in dB km$^{-1}$ (one-way) is linearly proportional to its high-frequency conductivity $\sigma$ in $\mu$S m$^{-1}$ [Winebrenner et al., 2003]:

$$N_a = \frac{10 \log_{10} e}{1000 \varepsilon_0 \sqrt{\varepsilon_{ice} c}} \sigma = 0.915 \sigma,$$  \hspace{1cm} (1)

where $e$ is the natural log base, $\varepsilon_0$ and $c$ are the permittivity and the speed of light in the vacuum, respectively, and $\varepsilon_{ice}$ is the real part of the complex relative permittivity of ice. (Note that MacGregor et al. [2007, 2009b] placed the factor of 1000 in the numerator mistakenly.) The above notation and all other notation in this paper are tabulated at the end of this paper. Due to densification, $\varepsilon_{ice}$ increases rapidly with depth within the top $\sim$100 m of an ice sheet, although its horizontal spatial variation is expected to be small (Appendix A), especially compared to $\sigma$ [e.g., Matsuoka et al., 2010b]. In this study, we assume a uniform value of $\varepsilon_{ice} = 3.2$.

[6] Ice conductivity depends exponentially on its temperature, depends linearly on its molar concentrations of two soluble impurities (acid and sea-salt chloride), and depends nonlinearly on density (not shown):

$$\sigma = \sigma_{pure} \exp \left( \frac{E_{pure}}{k} \left( \frac{1}{T} - \frac{1}{T_r} \right) \right) + \mu_{H^+} [H^+] \exp \left( \frac{E_{H^+}}{k} \left( \frac{1}{T} - \frac{1}{T_r} \right) \right) + \mu_{ss Cl^-} [ss Cl^-] \exp \left( \frac{E_{ss Cl^-}}{k} \left( \frac{1}{T} - \frac{1}{T_r} \right) \right),$$  \hspace{1cm} (2)

where $k$ is the Boltzmann constant, $T$ is temperature, and $T_r = 251$ K is a reference temperature. The magnitudes of these dependencies are represented by the values of six dielectric properties: the pure ice conductivity $\sigma_{pure}$, the molar conductivities $\mu$ of acid ($H^+$) and sea-salt chloride (ss Cl$^-$), and the activation energies $E$ of the pure, $H^+$ and ss Cl$^-$ components of the conductivity. The values of these dielectric properties (Table 1) were constrained by a recent synthesis of published measurements on laboratory-grown ice and ice cores by MacGregor et al. [2007], where further details are available.

[7] Uncertainties in modeled attenuation rates are derived from the uncertainties in the dielectric properties of ice at radio frequencies, temperature, impurity concentrations, and density. Using the mean and standard deviation of published values of those dielectric properties and of typical impurity-concentration data, MacGregor et al. [2007] found that the mean relative uncertainty of this conductivity model was 27% (one standard deviation) at Siple Dome, West Antarctica. This uncertainty is inherent to the conductivity model and provides context for the significance of the modeled spatial variation in attenuation rates. In this paper, we focus on the

---

**Figure 1.** Surface elevation in the Lake Vostok region [Bamber et al., 2009] and location of the flowline that crosses through the Vostok ice core site. The blue solid line outlines the region of the SOAR radar grid [Studinger et al., 2003]. Only the portion of the Vostok flowline within the area of the radar grid is used in this study. Outside of the SOAR grid, the flowline was determined solely using surface elevations; inside the radar grid, it was determined by tracking of structures in the englacial stratigraphy [Tikku et al., 2004]. Inset map shows the location of the study area in Antarctica.

**Table 1.** Values of the Dielectric Properties Used in the Ice- Conductivity Model Described by Equation (2)

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\sigma_{pure}$</td>
<td>Conductivity of pure ice</td>
<td>9.2 $\mu$S m$^{-1}$</td>
</tr>
<tr>
<td>$\mu_{H^+}$</td>
<td>Molar conductivity of $H^+$</td>
<td>3.2 S m$^{-1}$ mol$^{-1}$</td>
</tr>
<tr>
<td>$\mu_{ss Cl^-}$</td>
<td>Molar conductivity of ss Cl$^-$</td>
<td>0.43 S m$^{-1}$ mol$^{-1}$</td>
</tr>
<tr>
<td>$E_{pure}$</td>
<td>Activation energy of pure ice</td>
<td>0.51 eV$^a$</td>
</tr>
<tr>
<td>$E_{H^+}$</td>
<td>Activation energy of $H^+$</td>
<td>0.20 eV$^b$</td>
</tr>
<tr>
<td>$E_{ss Cl^-}$</td>
<td>Activation energy of ss Cl$^-$</td>
<td>0.19 eV$^b$</td>
</tr>
</tbody>
</table>

$^a$Note mistakes in units and symbols in MacGregor et al. [2009b, Table 2]: 1. Units for given value of $\sigma_{pure}$ are in $\mu$S m$^{-1}$, not S m$^{-1}$. 2. Symbols for the activation energies of $H^+$ and ss Cl$^-$ ions are $\mu_{H^+}$ and $E_{H^+}$, respectively.

$^b$1 eV $= 96.5$ kJ mol$^{-1}$.  
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Figure 2. Illustration of the effect of the mode of deposition (wet or dry) on the englacial impurity concentration $[X]_{surf}$, as a function of accumulation rate $b$. Superscripts refer to individual panels. The atmospheric impurity concentration is the same for all scenarios, and we note that only atmospheric impurities that are being dry- or wet-deposited are shown. (a, b) Wet deposition only; the accumulation rate in Figure 2b is halved compared to (a), yet $[X]_{surf}$ remains the same. (c, d) Dry deposition only; the accumulation rate in Figure 2d is halved compared to Figure 2c, which causes a doubling of $[X]_{surf}$.

Wet deposition, $\alpha_X \rightarrow 0$

Dry deposition, $\alpha_X \gg 1$

The importance of dry deposition relative to wet deposition is inferred from the ratio of their fluxes:

$$\alpha_X = \frac{d_X}{s_X b}.$$  

The ratio $\alpha_X$ is species-dependent because both $d_X$ and $s_X$ depend on the particle size of each species in the atmosphere and other atmospheric conditions [e.g., Alley et al., 1995; Wolff et al., 1998]. It varies between $\sim 0.01$ on the coast and more than 1 inland [Legrand, 1987; Wolff et al., 1998], but measurements of this ratio are challenging and there is much remaining uncertainty regarding both its value for each impurity and its spatial variation.

[11] Figure 2 illustrates the relationships between accumulation rate and englacial impurity concentrations, based on the relative importance of dry and wet deposition. For an impurity whose surface flux is dominated by wet deposition
Using an average MacGregor et al. (2009a, 1999; Parrenin et al., 2004; M. R. Legrand, personal communication, 2008) and firm-density data [Lipenkov et al., 1997] from the Vostok ice core. These data are identical to those used by MacGregor et al. (2009b), where further details are available. We also use the modeled accumulation-rate history and depth–age scale inferred from the ice core data [Parrenin et al., 2004] to constrain impurity-flux histories.

2.3.2. Ice Core Data

[14] We use ice core chemistry [Petit et al., 1999; De Angelis et al., 2004; M. R. Legrand, personal communication, 2008] and firn-density data [Lipenkov et al., 1997] from the Vostok ice core. These data are identical to those used by MacGregor et al. (2009b), where further details are available. We also use the modeled accumulation-rate history and depth–age scale inferred from the ice core data [Parrenin et al., 2004] to constrain impurity-flux histories.

2.3.3. Modeled Ice Temperature and Velocity

[15] For ice temperatures and velocities along the flowline, we interpolated values from an existing three-dimensional (3D) thermomechanical ice-flow model with 5-km horizontal resolution across the entire Antarctic ice sheet and 21 layers in the ice [Pattyn, 2010]. The layer thickness decreases with increasing depth in order to better resolve temperature gradients near the bed. Over subglacial lakes and ice streams, the dynamics of this “hybrid” model transition from neglecting horizontal stress gradients to being dominated by them, thus capturing the essential behavior of both ice sheet and ice stream/ice-shelf flow.

[16] Using this flow model, Pattyn [2010] conducted 24 experiments using three different accumulation-rate and eight different geothermal flux data sets. These boundary conditions were tuned so that they reproduced the modern ice sheet surface topography, borehole temperatures, and the locations of known subglacial lakes. In our study area, data sources for this calibration include the Vostok borehole-temperature profile, and the extent of Lake Vostok and smaller peripheral subglacial lakes. Pattyn [2010] found that modeled englacial temperatures are most sensitive to the geothermal flux. Because attenuation rates depend exponentially on temperature (equation (2)), our attenuation models will be most significantly affected by uncertainty in temperatures near the bed, which is dominated by the geothermal flux uncertainty. For this study, we use ice temperature and velocity fields predicted by Pattyn [2010] using an average of the geothermal flux models of Shapiro and Ritzwoller [2004] and Pollard et al. [2005], and the surface mass balance model of van de Berg et al. [2006]. We linearly interpolated ice temperatures and velocities onto our cross-sectional flowline grid (Figure 4).

[17] The modeled flow direction deviates from that determined by tracking the englacial stratigraphy. The mean ratio of the transverse to longitudinal components of the modeled surface velocity is 9.5% when projected onto the flowline derived from Tikku et al.’s [2004] flow direction field. This ratio is less than 30% across nearly the entire flowline. Rather than completely relying on the modeled velocities, we choose to use the data-supported flow-direction field of Tikku et al.
[2004] and project the modeled velocities onto that flowline. The transverse component of the modeled ice velocities is ignored.

3. Flowline Attenuation Models

[18] We next describe the three spatial models of radar attenuation considered in this study; their distinguishing features are summarized in Table 2, and their application to the Vostok flowline is presented in the following subsections. These models either include or exclude spatial variations in temperature and chemistry. Here we consider models in only two dimensions, because of our focus on the Vostok flowline. However, it is relatively straightforward to extend these models into three dimensions.

3.1. Uniform Temperature and Chemistry (A)

[19] The first spatial model (A) assumes a uniform depth-averaged attenuation rate along the flowline, which is equivalent to assuming that the depth-integrated effect of vertical variations in impurity concentrations and temperature on the depth-averaged attenuation rate does not vary horizontally. Model A is the simplest possible attenuation-rate model and has often been used for studies of bed reflectivity. However, recent work has demonstrated that this model is rarely valid, because of the effect of even modest changes in steady state glaciological conditions on englacial temperatures [Matsuoka, 2011]. This model may be acceptable only in areas of an ice sheet where ice thickness has little spatial variation [e.g., Laird et al., 2010], or where the bed is thawed everywhere [e.g., Langley et al., 2011; Matsuoka, 2011].

3.2. Spatially Varying Temperature and Uniform Chemistry (B)

[20] This model (B) accounts for spatially varying ice temperature, therefore its attenuation rates vary both horizontally and vertically. However, it also assumes uniform chemistry. It uses the modeled temperatures from the three-dimensional steady state ice-flow model described above. This change from uniform model A is preserved in all subsequent attenuation models (Table 2). The uniform values of \([H^+]\) and \([ss Cl^-]\) can be the depth-averaged values from an ice core along the flowline. Model B is similar to that used by Carter et al. [2007] and Peters et al. [2007], except that they used a one-dimensional temperature model to vary attenuation rates spatially.

3.3. Spatially Varying Temperature and Chemistry (C)

[21] We next develop a set of models (C) that accounts for the spatial variation of chemistry. For these models, we assume that impurity concentrations in the air over our study area were spatially uniform at any given time in the past. The history of an impurity deposited through time onto an ice sheet can be recovered from ice cores, but spatial patterns of impurity deposition in the past are poorly known. When impurities are wet-deposited, their concentration at the snow surface \([X]_{surf}\) is independent of the surface snow accumulation (equation (4) and Figure 2). In contrast, when impurities are dry-deposited, \([X]_{surf}\) is inversely proportional to the snow accumulation rate. This difference requires different model implementations for dry and wet deposition. We will use purely wet and purely dry deposition as end-members for each impurity in order to bracket the range of modeled attenuation. In both cases, we assume that temporal variation of impurity concentrations in the air \([X]_{air}\) are fully represented by the ice core records, that \(s_X\) and \(d_X\) remain constant in time and uniform in space, and that the impurity concentrations of a unit volume of ice deposited at the surface do not change over time as that volume is strained by ice flow.

Table 2. Main Features of the Spatially Varying Attenuation-Rate Models^a

<table>
<thead>
<tr>
<th>Model</th>
<th>Temperature</th>
<th>Impurity Concentrations</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ice core</td>
<td>Variable^b</td>
<td>Ice core</td>
</tr>
<tr>
<td>A</td>
<td>Uniform</td>
<td>Uniform</td>
</tr>
<tr>
<td>B</td>
<td>Variable</td>
<td>Uniform</td>
</tr>
<tr>
<td>C_{a,ab}</td>
<td>Variable</td>
<td>Stretched using observed stratigraphy only</td>
</tr>
<tr>
<td>C_{o,ab}</td>
<td>Variable</td>
<td>Stretched using observed modeled stratigraphy</td>
</tr>
</tbody>
</table>

^aFor the different versions of model C, the superscript designates whether the version uses observed stratigraphy only (“o”) or both observed and modeled stratigraphy (“o,m”) to determine the spatial variation of chemistry. The subscript designates the assumed mode of deposition (dry, “d,” or wet (“w”) for each impurity (H^+; then ss Cl^-).

^bTemperatures from three-dimensional ice-flow model, not the borehole-temperature profile.
3.3.1. Wet Deposition Case

In the case of wet deposition, the impurity concentration is independent of the surface accumulation rate (Figure 2). If a given impurity is entirely wet-deposited ($\alpha_x \to 0$), then its concentration $[X]_{\text{wet}}(x, A)$ is independent of the layer thickness:

$$[X]_{\text{wet}}(x, A) = [X](x, A), \quad (6)$$

where $x$ is the along-flow position and $A$ is the age when the ice was originally deposited as snow. Radar reflectors (assumed to be isochrones) can be dated at an ice core site and tracked along-flow. These data constitute a set of along-flow depth profiles $z(x, A)$. Each pair of consecutive isochrones brackets a layer of variable thickness. The thickness of the layer varies across the study area because the accumulation rate varies in space and time, and each volume of ice between these reflectors has experienced a different strain rate history along its path [e.g., Waddington et al., 2007]. This “stretching” approach is essentially the same as that employed by Carter et al. [2009] to model attenuation, although the methodology and its implicit assumptions are described more fully here. Specifically, here we clarify the mode of deposition (wet) that is implied by the use of equation (6), and that the stretching is best described in terms of ice age, which is not necessarily linear between dated isochrones. As we discuss below, this method is valid only when all impurities are wet-deposited.

3.3.2. Dry Deposition Case

If an impurity is entirely dry-deposited ($\alpha_x \gg 1$), then $[X]_{\text{surf}}$ is proportional to $[X]_{\text{air}}/b$ (Figures 2c and 2d). Because the impurity concentration is invariant within the initial unit volume of ice, the englacial impurity concentration $[X]_{\text{dry}}(x, A)$ within the strained volume is also inversely proportional to its accumulation rate at the time of deposition $b(x^0, A, A)$:

$$[X]_{\text{dry}}(x, A) = \frac{b(x^0, x, A)}{b(x^0, A, A)} [X](x, A). \quad (7)$$

The accumulation rate depends on the age and origin $x^0$ of a given particle that is currently at position $x$. We note that the dual assumptions of dry deposition and uniform impurity concentrations in the air are equivalent to assuming that the flux of that impurity to the surface is uniform (equation (3)).

Depth profiles of impurity concentrations at ice core sites are available, so the remaining challenge in the determination of $[X]_{\text{dry}}(x, A)$ is to estimate the accumulation-rate ratio in equation (7). However, an ice core can provide information only about accumulation rates at the points of origin when the ice recovered in the core was originally deposited at the surface. Furthermore, there is currently no reliable or generally accepted method to extract spatial and temporal accumulation rate patterns from ice core chemistry alone [Waddington et al., 2005]. Independent estimates of the accumulation-rate history can be derived for the surface points of origin of ice now at the ice core site, based on ice core isotope chemistry and detailed transient ice-flow modeling [e.g., Parrenin et al., 2001, 2004]. Annual layer thicknesses provide the best information about along-flow accumulation rates over time, although poorly known strain due to ice flow is a complication.

Below we present an approach for estimating the accumulation-rate ratio using radar-detected isochrones and simple ice-flow modeling. Layer shapes in a steady state ice sheet can closely resemble the layer shapes in a transient ice sheet [e.g., Waddington et al., 2005]; the major difference between them is the distribution of ice age as a function of depth. To address this issue, first we use the radar layers to constrain a simple one-dimensional (1D) steady state ice-flow model and infer the spatial patterns of accumulation rate for the time interval bracketed by each radar layer. Second, we estimate the temporal pattern of accumulation by comparing those accumulation rates inferred with the steady state 1D model against the more detailed modeled accumulation-rate history inferred from the ice core using transient ice-flow models. Finally, using the 1D model, we calculate the shapes of undetected isochrones within each radar layer. These synthetic sub-layers can be dated at the ice core and are used to provide greater temporal resolution on the inferred accumulation-rate history along the flowline.

Accumulation rate and ice thickness are the primary controls on the thickness of any layer at depth. Accumulation rate at the origin site $x^0$ determines the initial thickness of annual layers, and thickness of the entire ice column influences layer thinning with depth. Inference of accumulation-rate patterns from isochrones can be treated at three levels of complexity, depending on layer depths and on the spatial variability of strain encountered by particles along their flow paths. Here we use a procedure of intermediate complexity, called the Local Layer Approximation (LLA) [Waddington et al., 2007], in which we account for vertical strain associated with ice flow, but we assume that horizontal variations of accumulation rate and ice thickness are small along the particle paths. Appendix B summarizes this approach and describes how to assess the suitability of the LLA for any particular layer. Solving the 3D deep-layer problem along the Vostok flowline is beyond the scope of this paper. Here we use the LLA for our calculations, with the caveat of reduced confidence in the inferred values of $[X]_{\text{dry}}$ as compared to $[X]_{\text{wet}}$.

Appendix B also describes how we can use the radar isochrones to infer along-flow profiles of effective steady state accumulation rate $b''_{\text{eff}}(x)$ and effective ice sheet thickness $H''_{\text{eff}}(x)$ for each radar layer bounded by two isochrones ($z_{\text{top}}(x)$ and $z_{\text{bottom}}(x)$). In our LLA model for the $i$th radar layer, these two parameters ($b''_{\text{eff}}(x)$ and $H''_{\text{eff}}(x)$) place both the top and bottom isochrones at the correct depths with the correct ages. Note that the LLA is equivalent to a 1D model, so that $x^0(x, A) = x$ for all points $x$, including $x_{\text{core}}$. These profiles of $b''_{\text{eff}}(x)$ suitably represent the spatial pattern of accumulation rate within each time interval bracketed by the two isochrones.

Knowing $b''_{\text{eff}}(x)$ and $H''_{\text{eff}}(x)$ for each radar layer, we can then determine the along-flow profile $z(x, A)$ of any isochrone within that layer (Appendix B):

$$z(x, A) = \frac{H''_{\text{eff}}(x)}{b''_{\text{eff}}(x)} = 1 - \exp\left( -\frac{b''_{\text{eff}}(x) A}{H''_{\text{eff}}(x)} \right), \quad (8)$$
At any location \(x\), the depth \(z(x, A)\) is consistent with the logarithmic strain pattern expected in a flowing steady state ice sheet, and because it is sandwiched between the two well-constrained isochrones, any error in the dating will be minimal (apart from influences of transient past accumulation rate, which we can deal with only approximately here). The measured impurity concentrations in the ice core \([X]\) \((x_{\text{core}}, A)\) can be followed along these synthetic isochrones to provide finer resolution on temporal accumulation-rate variations.

[29] Because the steady LLA model does not capture transient accumulation-rate variations or the detailed strain history along different particle paths, different layers at the same point \(x\) along the flowline can have different values of \(b^i_{\text{eff}}\) and \(H_{\text{eff}}\). From existing estimates of the accumulation-rate history for particles in the ice core \(b(x(x_{\text{core}}, A), t)\), we calculate the mean accumulation rate for any time interval \((A_{\text{bot}}, A_{\text{top}})\):

\[
\bar{b}_{\text{core}}(x_{\text{core}}, A_{\text{bot}}, A_{\text{top}}) = \frac{\int_{A_{\text{bot}}(x_{\text{core}})}^{A_{\text{top}}(x_{\text{core}})} b(x(x_{\text{core}}, t), t) dt}{A_{\text{bot}} - A_{\text{top}}}, \tag{9}
\]

where the bounding ages \(A_{\text{bot}}\) and \(A_{\text{top}}\) can either be those of radar-detected isochrones or undetected isochrones computed from equation (8).

[30] For the \(i\)th layer, \(b^i_{\text{eff}}(x_{\text{core}})\), which is an ice-flow-weighted average of the accumulation rate since the isochrones were deposited, will not necessarily agree with \(\bar{b}_{\text{core}}\), which is the average accumulation rate only during the period bracketed by those isochrones. We define the dimensionless ratio \(\gamma^i\) between these values as

\[
\gamma^i = \frac{b^i(x_{\text{core}}, A_{\text{bot}}, A_{\text{top}})}{b^i_{\text{eff}}(x_{\text{core}})} = \frac{\bar{b}^i_{\text{core}}}{b^i_{\text{eff}}(x_{\text{core}})}. \tag{10}
\]

When accumulation rate is controlled by temperature through the Clausius–Clapeyron relation, as it is on the East Antarctic ice sheet, and when climatic temperature changes are spatially uniform, then temporal accumulation-rate variations throughout a region can be described by a spatially uniform multiplicative time series applied to a spatial accumulation-rate pattern, rather than by a spatially uniform additive time series [e.g., Parrenin et al., 2004]. Therefore, we can use \(\gamma^i\) to rescale our entire spatial pattern of accumulation rate \(b^i_{\text{eff}}(x)\) within the period bracketed by \(A_{\text{bot}}\) and \(A_{\text{top}}\) using the actual average accumulation rate at the one location where it is known, i.e., the ice core site:

\[
\bar{b}(x, A_{\text{bot}}, A_{\text{top}}) = \gamma^i b^i_{\text{eff}}(x). \tag{11}
\]

Moreover, the same spatial function \(b^i_{\text{eff}}(x)\) can be used to estimate the actual accumulation rate history that produced any thinner sub-layer bounded by isochrones within the \(i\)th layer; this sub-layer can be as thin as a single annual layer. Equation (9) provides the mean accumulation rate during the period of deposition at the ice core site. A formulation analogous to equation (10) for the correction within this sub-layer can also be determined. However, when all that is needed is the ratio of accumulation rates to estimate \([X]_{\text{dry}}(x, A)\), \(\gamma^i\) and the sub-layer’s ratio will cancel out, reducing equation (7) to

\[
[X]_{\text{dry}}(x, A) = \frac{b_{\text{eff}}^i(x_{\text{core}})}{b_{\text{eff}}(x)} [X](x_{\text{core}}, A). \tag{12}
\]

3.3.3. Mixed Cases

[31] Because the ratio of dry to wet deposition \((\alpha)\), equation (5)) remains unknown in most cases, and \(\text{H}^+\) and \(\text{ss Cl}^-\) may be deposited by different mechanisms, here we examine all four end-member cases (dry or wet for \(\text{H}^+\) or \(\text{ss Cl}^-\), or both). We label the models using subscripts to designate the modes of deposition for \(\text{H}^+\) and then for \(\text{ss Cl}^-\), e.g., \(C_{d,w}\) represents the model that treats \(\text{H}^+\) as dry-deposited and \(\text{ss Cl}^-\) as wet-deposited.

[32] Equations (6) and (14) show how impurity concentrations can be estimated along-flow by weighting ice core data and mapping them along isochronous layers in the ice, depending on the mode of deposition. However, it is common to observe few or no radar reflectors at great depths because total englacial signal loss increases with depth, and because ice-flow-induced shear increases with proximity to the bed and strains layers whose interfaces might otherwise be visible [e.g., Fujita et al., 1999; Matsuoka et al., 2003; Jacobson and Waddington, 2004; Drews et al., 2009]. Along our Vostok flowline, radar reflectors that were tracked over the majority of the SOAR grid are located in the upper half of the ice sheet (Figure 3). We treat the deepest layer, whose upper surface is the deepest observed radar reflection and whose lower surface is the bed, as a single thick layer when estimating the spatial variation of chemistry for attenuation modeling. This problem motivates the use of modeled isochrones at greater depths. To produce these isochrones, we integrated the modeled velocities for the study area from Pattyn [2010] along particle paths [e.g., Waddington et al., 2007]. When only observed isochrones are used we label the model with the superscript “o” \((C^o)\); when both observed and modeled isochrones are used, we label the model with the superscript “o,m” \((C^{o,m})\).

4. Application to the Vostok Flowline

4.1. Attenuation-Rate Profiles at Vostok

[33] We first compare depth profiles of attenuation rate at Vostok estimated by the three spatial models and our previous attenuation-rate profile for Vostok modeled using borehole temperature, chemistry and density data [MacGregor et al., 2009b] (Figure 5a). That “ice-core” model was adjusted for the glaciological conditions at Vostok, and we use the same adjustments here. First, ice temperatures are below the eutectic point of \(\text{HNO}_3\) \((-43^\circ\text{C}) in the upper one-third of the ice column, so we do not include the conductivity contribution from this acid in ice below its eutectic point, where it is not expected to conduct electrolytically. Second, the conductivity contribution from impurities is also ignored within the accreted ice above the southern end of Lake Vostok, where large impurity concentrations (e.g., \([\text{Cl}^-]\) > 30 \(\mu\text{M}\) are observed but are not likely to increase conductivity [MacGregor et al., 2009b]. The ice core model uses the full-resolution ice core-chemistry data and the
temperature profile at Vostok from the ice-flow model. This ice core model differs from that presented by MacGregor et al. [2009b], who used the borehole-temperature profile, in order to simplify comparison of the different spatially varying attenuation-rate models. Attenuation rates predicted with this ice core model are lower than those presented by MacGregor et al. [2009b], because the ice-flow model predicts a lower-magnitude basal temperature gradient at Vostok, leading to lower temperatures at large depths there. The ice core model’s depth-averaged value (7.2 dB km$^{-1}$) is the value assigned to the uniform attenuation-rate model (A).

Figure 5a shows the modeled one-way attenuation-rate profiles for models A and B, which assume uniform impurity concentrations, along with the ice core model. Specifically, both models use the mean impurity concentrations in the meteoric ice at Vostok (0.5 μM and 2.0 μM for $[\text{H}^+]$ and $[\text{ss Cl}^-]$, respectively) as the uniform values. The differences between these models (Table 3) illustrate the limitations of assuming a uniform depth-averaged attenuation rate when calculating depth profiles of reflectivity, due to changing temperature and chemistry. For the mean impurity concentrations in the meteoric ice at Vostok, the attenuation-rate contribution from pure ice dominates at temperatures above $\sim$-40°C. This temperature occurs at depths below 1700 m at Vostok, and the pure ice component contributes 81% of the total attenuation to the ice bottom in this deeper ice. Nevertheless, the attenuation-rate contribution from impurities is important in the upper half of the ice sheet and influences its depth-averaged value [MacGregor et al., 2007, 2009b].

Figure 5b shows the difference in attenuation rate at Vostok between the models that vary both temperature and chemistry (ice core, $C_{\text{w,w}}$) and that which varies temperature but not chemistry (B). The layer thicknesses used by model C to stretch the impurity-concentration profiles are normalized by their values at the ice core site, so all versions of model C are simply subsampled versions of the adjusted ice core model there. The difference in depth-averaged attenuation-rate between the ice core model and model C at Vostok is only 0.1 dB km$^{-1}$ (Table 3), which suggests that averaging the ice core chemistry data over intervals of tens of meters does not significantly hinder attenuation-rate modeling relative to using maximum resolution available.

### 4.2. Flowline Attenuation Rates

Figure 6 shows the spatial variation of attenuation rates along the Vostok flowline predicted by the non-uniform temperature/uniform chemistry model (B). Attenuation rates are low (<10 dB km$^{-1}$) in the upper ~2.5 km of the ice column across the entire flowline, and rapidly increase within 500–800 m of the bed. This bottom layer has a non-uniform thickness along the flowline because of the effects of both varying ice thickness and the presence of Lake Vostok on modeled temperatures. Figure 7 shows the differences...
between model C, which includes the spatial variation of chemistry, and model B. The inclusion of non-uniform chemistry stretched by the observed and modeled isochrones results in non-uniform layers of lower and higher attenuation rates, particularly in the deeper half of the ice sheet. At Vostok, impurity concentrations are often higher than their depth-averaged values deeper in the ice sheet, partly explaining the differences between model B and the four versions of model C shown in Figure 7 (Cw,w, Cw,d, Cw,o,m, and Cd.d). The layer of negative differences between models B and C immediately above the bed is due the zeroed impurity concentrations in the accreted ice, although we do not anticipate lake-accreted ice upstream of Lake Vostok. The true attenuation-rate behavior of the accreted ice will vary depending on the (unknown) relationship between its wildly varying impurity concentrations and bulk high-frequency conductivity. As expected, the differences are largest for models Cd.d and Cd.d.o,m, because dry-deposited impurity concentrations are more sensitive to layer-thickness variations and strain rate modeling (equations (6) and (12)).

Figure 8 shows the depth-averaged attenuation rates and roundtrip attenuation along the Vostok flowline. The maximum difference in the depth-averaged attenuation rates between the non-uniform models and the uniform model A (4.1 dB km⁻¹) is about four times the maximum difference between the non-uniform models (1.1 dB km⁻¹). For example, stretching impurity-concentration profiles using the observed isochrones increases the depth-averaged
attenuation rates along the Vostok flowline by only 0.2 ± 0.0 dB km⁻¹ (mean difference between models B and C⁰⁰). Impurity concentrations greater than their depth-averaged values cause larger increases in attenuation rate at greater depths, because of the combination of the nonlinear dependence of attenuation rate on temperature (equation (2)) and higher temperatures near the bed (Figure 4c).

At Vostok, the depth of the oldest observed radar reflector is 2210 m, which is 56% of the ice thickness there. The observed stratigraphy can therefore usefully stretch the chemistry over only about half of the ice thickness along the flowline studied here. Using the modeled steady state velocities, we produced three isochrones (Figure 3) that are 200-, 300-, and 400-ka old, and then included them in the stretching process for the four versions of model C⁰⁰. This age range lies between the age of the oldest observed isochrone (155 ka) and the age of the oldest ice above the accreted basal ice layers at Vostok (~420 ka) [Parrenin et al., 2004]. Including the three modeled isochrones (200-, 300-, and 400-ka old) has a negligible effect on depth-averaged attenuation rates; the mean difference between models that do and do not include the modeled isochrones is less than 0.1 dB km⁻¹. These modeled isochrones generally conform to the bed but occasionally deviate substantially where the bed topography or basal boundary condition is changing substantially (e.g., km 0–10, 35–45, 100–108), so they are likely due to limitations of the ice-flow model’s resolution. These deviations can result in large differences (up to 15 dB) from model B that do not match the expected smooth variation of attenuation rates along-flow, but the differences are generally less than 5 dB (Figure 9). Despite limitations inherent to the modeling of isochrones using steady state velocities, our results suggest that at least for the Vostok flowline only observed reflectors are necessary when predicting the spatial variation of chemistry for the purpose of attenuation-rate modeling.

In terms of the total roundtrip attenuation, the differences between the uniform and non-uniform models are largest where horizontal gradients in ice thickness and temperature are also largest (Figure 8c). There, these differences often exceed 10 dB (Table 3), which is the nominal threshold for distinguishing between dry and wet beds [e.g., Peters et al., 2005]. These differences tend to be smaller (<10 dB) over the downstream half of Lake Vostok (km 75–97), where ice-thickness changes are smallest. The uniform model (A) underestimates the total attenuation upstream of Vostok, which would lead to underestimated bed reflectivity.

To better distinguish the different versions of model C, Figure 9 shows their differences in total (roundtrip) attenuation from C⁰⁰. These differences are largest upstream (km 38–44), where the layers are thinner than at Vostok. Model C⁰⁰ is the most sensitive to layer-thickness variations, due to the larger depth variability of the older modeled isochrones near the bed, where attenuation rates are also increasing rapidly. The differences between C⁰⁰ and C⁰⁰ are typically less than half of those between C⁰⁰ and C⁰⁰, because the contribution of ss Cl⁻ to attenuation is 7 times smaller than that of H⁺ (Table 1). These differences show that understanding each impurity’s mode of deposition is important to the stretching attenuation-rate models (C) shown here, even compared to the broader spatial variability of chemistry inferred from the englacial stratigraphy.

5. Discussion
5.1. Uniform Versus Non-uniform Attenuation-Rate Models

Our results further emphasize that the common assumption of a uniform depth-averaged attenuation rate (model A) is often inadequate, even in relatively slow-moving
ice, where horizontal gradients in the ice properties that affect radar attenuation can still be non-negligible. Errors in the roundtrip attenuation can easily exceed 10 dB, thus confounding the first-order goal of any study of the returned power from the bed, i.e., distinguishing between wet and dry beds [e.g., Jacobel et al., 2009]. It is clear from our results that the inclusion of spatially varying temperatures in an attenuation model has the largest effect on the spatial variation of attenuation (e.g., Figure 8). The inclusion of spatially varying chemistry has a secondary but non-negligible effect on modeled attenuation rates, although it may be of primary importance in coastal regions with larger climatic gradients [Corr et al., 1993]. For the Vostok flowline, stretching impurity-concentration profiles using the englacial stratigraphy does not significantly change the portion of the flowline where the total attenuation difference exceeds 10 dB (Figure 8c and Table 3). Model $C_{d,w}^{o,w}$ has the largest range of attenuation rates (5.8–11.3 dB km$^{-1}$), and these values are significantly different from that used for uniform model A (7.2 dB km$^{-1}$).

5.2. Implementation of Spatial Variation of Chemistry

[42] Figure 9 shows that the effect of spatial variation of chemistry on modeled attenuation is dependent on the local flow regime, our ability to resolve ice-flow changes between these regimes, and the assumed mode of deposition. The magnitude of the modeled variations can reach 15 dB across distances of less than 2 km (i.e., $C_{d,w}^{o,m}$), which we consider unlikely and hence more representative of limitations in our modeling approach than of the true variability of radar attenuation along the flowline. However, the extreme variations do speak to an important limitation of any approach to modeling attenuation. Where the ice-flow regime changes suddenly, our ability to predict attenuation is potentially limited, and hence also our ability to infer englacial and subglacial properties from radar data [e.g., MacGregor et al., 2011]. Finally, where the nature of impurity deposition is poorly constrained, our ability to resolve such features is further limited.

5.3. Vostok-Specific Attenuation-Rate Modeling

[43] The eight versions of model C represent all possible end-members in terms of the dominant mode of deposition. We now consider which model is most appropriate for each impurity at Vostok. There, [ss Cl$^-$] is inversely proportional to accumulation rate, whereas [H$^+$] is weakly proportional to accumulation rate (Figure 10a). The observed scatter is typical of such relationships [Alley et al., 1995; Wolff et al., 1998; Kreutz et al., 2000], and we note that the relationship between impurity flux and accumulation rate (equation (4) and Figure 10b) has an inherent bias to produce a positive correlation [Alley et al., 1995]. These relationships suggest that, at Vostok, dry deposition is the dominant contributor to $f_{aCT}$, whereas the dry deposition contribution to $f_{ML}$ is small. These two impurities represent opposing depositional end-members ($\alpha_{CT} \to 0$ and $\alpha_{ML} \geq 1$), suggesting the following impurity-specific simplifications to equation (4):

$$[H^+]_{surf} = s_H [H^+]_{air},$$

$$[ss Cl^-]_{surf} = \frac{d_{CL^-}}{b} [ss Cl^-]_{air}.\quad(14)$$

We note that neither of these ions is deposited independent of other impurities; H$^+$ ions likely fall out as acids, and ss Cl$^-$ ions are expected to be part of sea-salt aerosols. These relationships are also affected by climatic changes across glacial–interglacial cycles other than accumulation-rate variability, but in this study we are more concerned with the form of the empirical relationship between englacial impurity concentrations and accumulation rate.

[44] Based on these contrasting relationships, we consider models $C_{d,w}^{o,w}$ and $C_{d,w}^{o,m}$ to be the C models most likely to be representative of the pattern of radar attenuation along the Vostok flowline. Compared to other pairs of C models, this pair of models is relatively sensitive to layer-thickness variations (Figure 9) because H$^+$ is treated as dry-deposited, and it is the dominant impurity in attenuation models. Downstream of Lake Vostok, this model pair is closer to model A than all other non-uniform models except $C_{d,d}^{o}$ and $C_{d,d}^{m}$.

5.4. Improving Attenuation-Rate Models

[45] The large spatial variation of modeled radar attenuation predicted along the Vostok flowline demonstrates that the conventional method of assuming a uniform attenuation rate is invalid along this flowline and probably elsewhere. Previously, Matsuoka [2011] demonstrated that, even if accumulation rate and geothermal fluxes do not vary, ice-
thickness variability alone induces significant spatial variation in depth-averaged attenuation rates. That study used a one-dimensional steady state temperature model to demonstrate this pitfall, and our present study, using more sophisticated temperature modeling, demonstrates that this pitfall also arises for a more realistic case in East Antarctica.

[46] The Greenland and Antarctic ice sheets are increasingly well surveyed by radar using both densely spaced grids (e.g., the SOAR radar data used in this study; NASA’s Operation IceBridge) and along flowlines [e.g., Matsuoka et al., 2003]. Radar surveying is also often part of the site-selection process for ice cores, so radar transects crossing through ice core sites are commonly available. Many additional areas of interest therefore have radar stratigraphy that could be used to implement model C and constrain the spatial variation of chemistry [e.g., Carter et al., 2009].

[47] An alternative approach to estimating the spatial variation of chemistry along a flowline is to reverse-track particle paths from within the flowline grid (x, z) to determine their point of origin on the surface and age (x0, A). Using those values, the accumulation rate at the time of deposition b(x0(x, A), A) could then be inferred and equation (7) could be used to calculate [X]d(x, A). This approach requires the assumption that impurity flux is spatially uniform, so if the ice-flow history is perfectly modeled, then this alternative model should be equivalent to model Coda. We experimented with this approach but found that a steady state velocity field was insufficient to reliably estimate (x0, A) along the Vostok flowline. Although this approach is currently limited by the use of a steady state ice-flow model, its method (tracking the depositional history of impurities) is promising and should be considered by future models of the spatial variation of attenuation. Its methodology could be improved using a transient thermomechanical ice sheet model that keeps track of non-diffusive ice properties such as impurity concentrations [e.g., Clarke et al., 2005], rather than the reverse particle paths from a steady state velocity field.

[48] Because our results show that temperature models are critical for estimating the spatial variation of attenuation, improvements to temperature models will lead most directly to improved attenuation estimates. Thermomechanical ice sheet models are becoming increasingly sophisticated in their treatment of different ice-flow regimes (e.g., ice divides versus ice streams) and spatially varying bed properties such as geothermal flux [e.g., Pattyn, 2010]. Although most of these models do not explicitly include all subglacial processes that can affect the basal temperature and its condition (wet/dry), they offer increasingly detailed predictions of ice sheet temperatures that can be partially validated by borehole-temperature profiles [e.g., Pattyn, 2010] or other, indirect means of detecting subglacial water, such as surface-elevation change detection [e.g., Fricker et al., 2007]. The transient nature of this temperature field is a complication that should also be considered. Ice sheet-scale thermomechanical modeling depends strongly on available gridded data sets, so future improvements in the latter will also improve attenuation-rate modeling, e.g., ice-thickness or surface-velocity grids [e.g., Rignot et al., 2011]. Propagation of data uncertainty (or missing data) into thermomechanical model outputs [e.g., Pattyn, 2010; Larour et al., 2012] will also contribute to better evaluation of uncertainty in radar-attenuation models.

[49] We have emphasized the value of validated thermomechanical modeling in attenuation-rate modeling, and conclude by commenting on the circularity of this argument. If a thermomechanical model were to predict the thermal state of an ice sheet perfectly (including its bed), then radar interpretation of basal conditions and hence attenuation-rate modeling would be unnecessary. In the absence such an ideal temperature model, we must use available temperature models in our attenuation-rate modeling to detect regions where, for example, bed reflectivity is significantly higher (likely indicating the presence of water) than that implied by the modeled thermal state of the bed. In turn, temperature models can be refined to reflect inferences from the radar observations. This sequence emphasizes the co-dependence of these two important types of glaciological studies (ice sheet modeling and ice-penetrating radar surveys) in resolving the englacial and subglacial nature of ice sheets.

6. Conclusions

[50] We found that, for investigations of returned power from radar surveys of ice sheets, the commonly applied model of a uniform depth-averaged attenuation rate is inadequate for distinguishing dry and wet beds (by up to a third of the length Vostok flowline examined here, as compared to more sophisticated models) (Figure 8 and Table 3). Ice temperatures are the most critical element of a spatially varying radar-attenuation model, and radar stratigraphy can be readily used to refine the impurity-concentration field for such spatial models. Accounting for the spatial variation of impurity concentrations requires detailed knowledge of the atmospheric impurity-concentration, accumulation-rate, and ice-flow histories along the flowline of interest, but these values can be inferred from proxy data and models. The spatiotemporal variation of impurity fluxes to the ice sheet surface by dry and wet deposition also affects englacial impurity concentrations and hence attenuation rates, but the effect of uncertainty in the mode of deposition on attenuation is secondary to that of temperature. Interpretation of englacial and bed returned power must consider the spatial variation of radar attenuation [e.g., Carter et al., 2007, 2009; Matsuoka, 2011; Matsuoka et al., 2012], and interpretations of apparent spatial variations of englacial and bed reflectivity by earlier studies that assumed a uniform attenuation rate may well require revisiting [e.g., Rippin et al., 2004; Peters et al., 2005; MacGregor et al., 2011]. We conclude that, for radar surveys of ice sheets that aim to investigate the spatial variation of returned power (e.g., subglacial lake detection), a minimally adequate radar-attenuation model must include the spatial variation of temperatures and, where available, ice core-derived impurity concentrations that are extended horizontally using radar stratigraphy.

Appendix A: Spatial Variation of Density and Radar Attenuation

[51] In this study, we assume that the ice core density profile at Vostok is valid along the entire modeled flowline. However, spatial variations in density may affect our spatial models of radar attenuation. Here we evaluate the possible effect of spatial variations in density by using two end-member densification models to model the attenuation-rate
profile at Vostok. We use the empirical densification model of 
Herron and Langway [1980], whose primary model parameters 
are the surface density, the mean annual surface 
temperature and accumulation rate. Typical values for a coastal 
Antarctic site are 350 kg m$^{-3}$, $-20^\circ$C and 350 kg m$^{-2}$ a$^{-1}$, 
respectively, and 300 kg m$^{-3}$, $-50^\circ$C and 20 kg m$^{-2}$ a$^{-1}$ for 
an East Antarctic site similar to Vostok [Herron and Langway, 
1980]. Using either modeled density profile, the modeled 
depth-averaged radar attenuation rate at Vostok differs from 
that modeled using the measured density profile by less than 
0.01 dB km$^{-1}$, which is much less than the formal uncer-
tainty of the attenuation model at typical ice sheet 
temperatures. We therefore conclude that spatial variations in density 
are not an important concern when modeling the spatial 
variation of radar attenuation.

Appendix B: Inference of Accumulation Rates 
From Isochrones

[52] Waddington et al. [2007] described how to infer 
accumulation rate from isochrones at three levels of com-
plexity. For a shallow isochrone at depth $z$ with age $A$ that 
has experienced very little cumulative dynamic strain asso-
ciated with ice flow, the average accumulation rate can be 
estimated simply as

$$
\dot{b} = \frac{z}{A}, \quad (B1)
$$

This “shallow layer approximation” is valid only when $zH \ll 1$, i.e., in only the upper few percent of the ice 
sheet thickness $H$.

[53] Older and deeper layers have undergone significant 
strain due to ice flow. Near the center of an ice sheet, such as 
the Lake Vostok region, that strain is generally horizontal 
stretching and vertical thinning. When the accumulation rate 
and the vertical velocity profile are horizontally invariant in 
the region traversed by the particles that form the isochrones, 
we can infer the accumulation rate by correcting for the local 
vertical strain with a 1D ice-flow model. Waddington et al. 
[2007] termed this approximation the “local layer approxi-
mation” (LLA). A common further simplification with the 
LLA is the assumption that the vertical strain rate is invariant 
in the upper layers of an ice sheet [e.g., Dansgaard and 
Johnsen, 1969]. The vertical velocity can then be written as

$$
w(x, z) = \frac{dz}{dt} = \dot{b}(x) \left(1 - \frac{z(x)}{H_{eff}(x)}\right), \quad (B2)
$$

where $H_{eff}$ is the effective depth at which the linear near-
surface velocity $w(x, z)$ would project to zero. For example, in 
the original formulation of Dansgaard and Johnsen [1969], 
$H_{eff} = H - (h/2)$, where $h$ is the so-called kink height; typi-
cally $h/H \approx 0.2$ at flank sites, so $H_{eff} = 0.9H$. With this 
LLA model, an improved estimate of accumulation rate is

$$
\dot{b} \approx -\ln \left(1 - \frac{z_{layer}}{H_{eff}}\right) \frac{H_{eff}}{A}. \quad (B3)
$$

A non-dimensional number $D$ determines whether the LLA 
is applicable [Waddington et al., 2007]. Defining $L_{path}$ to 
be the characteristic length of a particle trajectory, $L_{eff} = |H(dH/dx)|$ to be the distance over which ice thickness 
changes significantly, and $L_{b} = |b/(d\dot{b}/dx)|$ to be the distance over which accumulation rate changes significantly, $D$ 
can be expressed as

$$
D = L_{path} \left(\frac{1}{L_{b}} + \frac{1}{L_{H}}\right). \quad (B4)
$$

When $D \ll 1$, particles do not move large distances across 
strong accumulation-rate or ice-thickness gradients, therefore 
the LLA can be applicable for layers at depths spanning a 
large fraction of $H_{eff}$. However, for deep layers where $D \approx 1$ 
or greater, the LLA is not applicable, and the accumulation-
rate pattern must be inferred by solving a formal inverse 
problem in which the data are the dated isochrones and the 
forward algorithm is an ice-flow model that calculates iso-
chrones by solving for velocity fields and tracking particle 
paths [e.g., Waddington et al., 2007; MacGregor et al., 
2009a]. Instead, here we use the LLA to infer accumulation 
rates from dated isochrones, while recognizing that as a 
consequence of its assumptions the inferred impurity con-
centrations $[X]_{dry}(x, A)$ using equation (12) deep in the ice 
sheet are more uncertain.

[54] Integrating equation (B2) from the surface to a given 
depth $z$ yields

$$
z(x, A) = \frac{z(x) A}{H_{eff}(x)} = 1 - \exp \left(-\frac{\dot{b}(x) A}{H_{eff}(x)}\right). \quad (B5)
$$

Recognizing that

$$
\dot{\varepsilon}_{eff} = \dot{b} H_{eff}/H_{eff}, \quad (B6)
$$
is a characteristic strain rate under the assumption that $w(x, z)$ 
varies linearly with $z$, and solving for $H_{eff}$ we rewrite 
equation (B5) as

$$
H_{eff}(x) = \frac{z(x, A)}{1 - \exp(-A\dot{\varepsilon}_{eff}(x)/(x))). \quad (B7)
$$

Each radar layer is bounded by two isochrones whose depths 
$z$ and ages $A$ are known. We further assume that the two 
unknowns $H_{eff}$ and $\dot{\varepsilon}_{eff}$ are uniform with depth within each 
layer, although they may vary with along-flow position $x$. 
Our goal is now to find the values of $H_{eff}$ and $\dot{\varepsilon}_{eff}$ that are 
consistent with the physics of ice flow and that place the 
two bounding isochrones at the correct depths ($z_{top}(x)$ and 
$z_{bot}(x)$) and ages ($A_{top}$ and $A_{bot}$) in an LLA model.

[55] To find $H_{eff}(x)$ and $\dot{\varepsilon}_{eff}(x)$ for the $i$th layer, we write 
two instances of equation (B7) at the layer’s top and bottom 
isochrones, respectively, and eliminate $H_{eff}(x)$, to yield a 
single equation for $\dot{\varepsilon}_{eff}(x)$:

$$
z_{top}(x) \left(1 - \exp\left(-A_{bot}\dot{\varepsilon}_{eff}\right)\right) - z_{bot}(x) \left(1 - \exp\left(-A_{top}\dot{\varepsilon}_{eff}\right)\right) = 0. \quad (B8)
$$

We solve equation (B8) numerically for $\dot{\varepsilon}_{eff}(x)$ by Newton’s 
method. Substitution of $\dot{\varepsilon}_{eff}(x)$ into equation (B7) then yields 
$H_{eff}(x)$, and the effective accumulation rate $\dot{\varepsilon}_{eff}(x)$ for each 
layer is then derived from equation (B6).
[56] Because the LLA vertical velocity model (equation (B2)) may not capture the exact strain rate history along different particle paths, different layers at location \(x\) may have different effective ice sheet thicknesses and effective steady accumulation rates. Furthermore, \(\ddot{b}_{\text{eff}}(x)\) is the value that puts the top and bottom interfaces of that layer at the correct depths in a local, one-dimensional steady state model, so it should be considered only an effective or characteristic value for the current layer, rather than the actual value at the time and place that the ice was deposited at the surface.

[57] Having determined \(H_{\text{eff}}(x)\) and \(b_{\text{eff}}(x)\) for each layer, we then use equation (B5) to determine the along-flow depth profile \(z(x, A)\) of any isochrone of age \(A_{\text{top}} < A < A_{\text{bot}}\) within the current layer, i.e.,

\[
z(x, A) = H_{\text{eff}}(x) \left(1 - \exp \left[ -\frac{\dot{b}_{\text{eff}}(x) A}{H_{\text{eff}}(x)} \right] \right).
\]

This depth profile is consistent with the logarithmic strain rate patterns predicted for a steady ice sheet, and because it is sandwiched between the two well-constrained interfaces at the top and bottom of the layer, any error in the dating will be minimal, apart from the influence of transient past accumulation rates, with which we can deal with only approximately here. The measured impurity concentrations in the ice core \([X]_{\text{core}}(X, A)\) can be followed along these additional modeled isochrones to provide finer resolution on modeled attenuation rates.

### Notation

- \(N_o\): radar attenuation rate (equation (1))
- \(\varepsilon_0\): permittivity of the vacuum (8.854 \(\times\) \(10^{-12}\) F m\(^{-1}\))
- \(\varepsilon_{\text{ice}}'\): real part of the complex relative permittivity of pure ice (3.2)
- \(\sigma_{\text{eff}}\): speed of light in the vacuum (2.998 \(\times\) \(10^8\) m s\(^{-1}\))
- \(h_{\text{eff}}\): high-frequency conductivity (equation (2))
- \(\mu_{\text{pure}}, \mu_{\text{eff}}\): activation energies of the conductivity contributions from pure ice, \(H^+\), and ss Cl\(^-\), respectively
- \(\mu_{\text{pure}}, \mu_{\text{eff}}\): molar conductivities of \(H^+\) and ss Cl\(^-\) impurities, respectively
- \(k\): Boltzmann constant (1.381 \(\times\) \(10^{-23}\) J K\(^{-1}\))
- \(T\): Temperature
- \(T_c\): reference temperature (251 K)
- \(f\): impurity flux to the surface (equation (3))
- \(s\): scavenging ratio
- \(d\): dry deposition speed
- \(\dot{b}\): accumulation rate
- \(\alpha\): ratio of dry to wet impurity fluxes (equation (5))
- \(x\): horizontal position along flowline
- \(z\): depth
- \(H\): ice thickness
- \(A\): ice age
- \(x^0(x, A)\): along-flow position of surface origin of a particle of age \(A\) that is currently at position \(x\)
- \(x_{\text{core}}(X, A)\): along-flow position of the ice core site
- \(\dot{b}_{\text{core}}(x, A)\): impurity concentration assuming only wet or dry deposition, respectively (equations (6) and (7))
- \([X](X, A)\): time series of impurity concentrations recorded by the ice core at \(x_{\text{core}}\)
- \(\dot{b}(x, A)\): accumulation rate at the location and time of deposition
- \(\dot{b}_{\text{eff}}(x, A)\): effective steady state accumulation rate, ice thickness, and strain rate for the \(i\)th layer, respectively
- \(\dot{z}_{\text{top}}, \dot{z}_{\text{bot}}\): depth of top and bottom isochrones bounding a layer, respectively
- \(A_{\text{top}}, A_{\text{bot}}\): age of top and bottom isochrones bounding a layer, respectively
- \(L_{\text{path}}\): characteristic length scales of particle trajectories, accumulation-rate changes, and ice-thickness changes, respectively (equation (B4))
- \(D\): LLA suitability index (equation (B4))
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