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Abstract
In this paper we propose pricing bounds for European-style discrete arithmetic Asian basket options in a Black & Scholes framework. We start from methods used for basket options and Asian options. First we use the general approach for deriving upper and lower bounds for stop-loss premia of sums of non-independent random variables as in Kaas et al. (2000) or Dhaene et al. (2002a). We generalize the methods in Deelstra et al. (2004) and Vanmaele et al. (2006). Afterwards we show how to derive an analytical closed-form expression for a lower bound in the non-comonotonic case. Finally, we derive upper bounds for Asian basket options by applying techniques as in Thompson (1999a) and Lord (2006). Numerical results are included and on the basis of our numerical tests, we explain which method we recommend depending on moneyness and time-to-maturity.
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1. Introduction
In this paper we propose pricing methods for European-style discrete arithmetic Asian basket options in a Black & Scholes framework.
We consider a basket with \( n \) assets whose prices \( S_i(t), i = 1, \ldots, n \), are described, under the risk neutral measure \( \mathbb{Q} \) and with \( r \) some risk-neutral interest rate, by
\[
dS_i(t) = rS_i(t)dt + \sigma_iS_i(t)dW_i(t),
\]
where \( \{W_i(t), t > 0\} \) are standard Brownian motions associated with the price of asset \( i \). Further, we assume that the different asset prices are instantaneously correlated in a constant way i.e.
\[
corr(dW_i, dW_j) = \rho_{ij}dt.
\]
An Asian basket option is a path-dependent multi-asset option whose payoff combines the payoff structure of an Asian option with that of a basket option. The price of a discrete arithmetic Asian
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basket call option with a fixed strike $K$ and maturity $T$ on $m$ averaging dates at current time $t = 0$ is determined by

$$ABC(n, m, K, T) = e^{-rT}E^Q \left[ \left( \sum_{\ell=1}^{n} a_{\ell} \sum_{j=0}^{m-1} b_{j} S_{\ell}(T - j) - K \right)^+ \right]$$

with $a_{\ell}$ and $b_{j}$ positive coefficients, which both sum up to 1, and with $(x)_+ = \max\{x, 0\}$. For $T \leq m - 1$, the Asian basket call option is said to be in progress and for $T > m - 1$, we call it forward starting. Throughout the paper we consider forward starting Asian basket options but the methods apply in general.

Asian basket options are suitable for hedging exposure as their payoff depend on an average of asset prices at different times and of different assets. Indeed, averaging has generally the effect of decreasing the variance, therefore making the option less expensive. Moreover the Asian basket option takes the correlations between the assets in the basket into account. Asian basket options are especially important in the energy markets where most delivery contracts are priced on the basis of an average price over a certain period.

Within a Black and Scholes [3] setting, no closed-form solutions are available for Asian basket options involving the average of asset prices taken at different dates. Dahl and Benth value such options in [6] and [7] by quasi-Monte Carlo techniques and singular value decomposition. But as this approach is rather time-consuming, it would be ideal to have accurate analytical and easily computable bounds or approximations of this price.

In the setting of Asian options, an analytical lower and upper bound in the case of continuous averaging is obtained by the methods of conditioning in [5] and in [17]. Thompson [19] used a first order approximation to the arithmetic sum and derived an upper bound that sharpens those of Rogers and Shi. Lord [15] revised Thompson’s method and proposed a shift lognormal approximation to the sums and he included a supplementary parameter which is estimated by an optimization algorithm. In [16], Nielsen and Sandmann applied the Rogers and Shi approach to arithmetic Asian option pricing by using one specific standardized normally distributed conditioning variable and only in a Black & Scholes setting. Simon et al. [18] derived an easy computable upper bound for the price of an arithmetic Asian option based on the results of Dhaene et al. [9]. Dhaene et al. [10] and [11] studied extensively convex upper and lower bounds for sums of lognormals, in particular of Asian options. Vammele et al. [24] used techniques based on comonotonic risks for deriving upper and lower bounds for stop-loss premia of sums of non-independent random variables, as explained in [14] and the already mentioned [10] and [11]. Vammele et al. [24] improved the upper bound that was based on the idea of Rogers and Shi [17], and generalized the approach of Nielsen and Sandmann [16] to a general class of normally distributed conditioning variables. In [8] these methods for Asian options were generalized to the case of basket options.

In this paper, we concentrate upon the derivation of bounds for Asian basket options. We start with extending the methods of [8] and [24] to the Asian basket case. New is that also in the non-comonotonic case we are able to derive a simple analytical lower bound and an upper bound based on the Rogers and Shi [17] approach.

Finally, we generalize the method of Thompson [19] and of Lord [15] to the Asian basket case. In Thompson’s approach, we include an additional parameter which is optimized by using an optimization algorithm as in [15]. Numerical results are included and based on several numerical tests, we give a conclusion which should help the reader to choose a precise bound according to
the situation of moneyness and time-to-maturity that she is confronted with.

The paper is organized as follows. In Section 2, we deal with procedures for obtaining the lower and upper bounds for prices, by using the concept of comonotonicity as explained in [14], [10] and [11], along the lines of [24] and [8]. In Section 3, we derive an analytical closed-form expression for a lower bound in a non-comonotonic situation, which is then used to obtain the upper bound in the Rogers and Shi approach. In Section 4, we generalize the upper bound based on the idea of Thompson [19] and the approach of Lord [15] to discrete arithmetic Asian basket options. In Section 5, we discuss the quality of all these bounds in some numerical experiments and give a guideline of which bound to use in which situation.

2. Bounds based on comonotonicity and conditioning

In this section we generalize the bounds of [8] and [24] to the Asian basket case. In these papers the pricing of discrete arithmetic basket and Asian options are studied by using the notion of comonotonicity, as explained in [14], [10] and [11]. They further improve the bounds by incorporating the ideas of Curran [5], Rogers and Shi [17] and Nielsen and Sandmann [16], and by looking for good conditioning variables.

2.1. Comonotonic upper bound

Remark that the double sum $S = \sum_{\ell=1}^m a_\ell \sum_{j=0}^{m-1} b_j S_\ell (T - j)$, showing up in equation (3), is a sum of lognormal distributed variables and can be written as

$$S = \sum_{i=1}^{mn} X_i = \sum_{i=1}^{mn} \alpha_i e^{Y_i}$$

with

$$\alpha_i = a_{\left\lfloor \frac{i}{m} \right\rfloor} b_{(i-1) \bmod m} S_{\left\lfloor \frac{i}{m} \right\rfloor} (0) e^{(r - \frac{1}{2} \sigma^2)(T - (i-1) \bmod m)}$$

and

$$Y_i = \sigma_{\left\lfloor \frac{i}{m} \right\rfloor} W_{\left\lfloor \frac{i}{m} \right\rfloor} (T - (i - 1) \bmod m) \sim N(0, \sigma_{Y_i}^2 = \sigma_{\left\lfloor \frac{i}{m} \right\rfloor}^2 (T - (i - 1) \bmod m))$$

for all $i = 1, \ldots, mn$, where $\left\lfloor x \right\rfloor$ is the smallest integer greater than or equal to $x$ and $y \bmod m = y - \left\lfloor y/m \right\rfloor m$.

where $\left\lfloor y \right\rfloor$ denotes the smallest integer less than or equal to $y$. As explained in [11], given the marginal distributions of the terms in a random variable $S = \sum_{i=1}^k X_i$, we shall look at the joint distribution with a smaller resp. larger sum, in the convex order sense. In particular, the comonotonic counterpart $S^c$ of (4) leads to the so-called comonotonic upper bound, denoted by CUB, where we recall that a random vector $(X^c_1, \ldots, X^c_k)$ is comonotonic if each two possible outcomes $(x_1, \ldots, x_k)$ and $(y_1, \ldots, y_k)$ of $(X^c_1, \ldots, X^c_k)$ are ordered componentwise.

**Theorem 1** Suppose the sum $S$ is given by (4)-(6). Then the comonotonic upper bound for the option price $ABC(n, m, K, T)$ in (3) is determined by:

$$\text{CUB} = \sum_{\ell=1}^n \sum_{j=0}^{m-1} a_\ell b_j S_\ell (0) e^{-rj} \Phi \left[ \sigma_\ell \sqrt{T - j} - \Phi^{-1}(F_{\text{sym}}(K)) \right] - e^{-rT} K (1 - F_{\text{sym}}(K))$$

(7)
where the value $F_{S^c}(K)$ of the cumulative density function (cdf) of the comonotonic sum $S^c$ can be found by solving

$$\sum_{\ell=1}^{n} \sum_{j=0}^{m-1} a_{\ell} b_{j} S_\ell(0) \exp \left[ (r - \frac{1}{2} \sigma_\ell^2) (T - j) + \sigma_\ell \sqrt{T - j} \Phi^{-1}(F_{S^c}(K)) \right] = K$$

with $\Phi(\cdot)$ the standard normal cdf.

**Interpretation of the comonotonic upper bound**

Starting from the payoff of the Asian basket option and bounding the $(\cdot)_+$-function above followed by a no-arbitrage argument, we find that the time zero price of such Asian basket option should satisfy the following two relations:

$$ABC(n, m, K, T) \leq \sum_{\ell=1}^{n} a_{\ell} AC_\ell(m, K_\ell, T) \leq \sum_{\ell=1}^{m-1} \sum_{j=0}^{n-1} a_{\ell} b_{j} e^{-rj} C_\ell(K_{\ell j}, T - j)$$

$$ABC(n, m, K, T) \leq \sum_{j=0}^{m-1} b_{j} e^{-rj} BC(n, K_j, T - j) \leq \sum_{\ell=1}^{n} \sum_{j=0}^{m-1} a_{\ell} b_{j} e^{-rj} C_\ell(K_{\ell j}, T - j).$$

with

$$\sum_{\ell=1}^{n} a_{\ell} K_\ell = \sum_{j=0}^{m-1} b_{j} K_j = \sum_{\ell=1}^{n} \sum_{j=0}^{m-1} a_{\ell} b_{j} K_{\ell j} = K.$$

This means that the Asian basket call option can be superrepl icated by a static $^1$ portfolio of vanilla call options $C_\ell$ on the underlying assets $S_\ell$ in the basket and with different maturities and strikes. Also an average of Asian options $AC_\ell$ or a combination of basket options $BC$ with different maturity dates form a superreplicating strategy. Since the weights $a_{\ell}$ as well as $b_{j}$ sum up to one, a possible choice for the strikes in the decompositions (9) is $K_\ell = K_j = K_{\ell j} = K$. However this will not provide optimal superreplicating strategies. In [18] and [1] it was noted that in the Asian option case the comonotonic upper bound can be interpreted as the price of an optimal static superreplicating strategy consisting of vanilla options. Hobson et al. [13] obtained a similar result for a basket option in a model free framework, while Chen et al. [4] extended this to a more general class of exotic options.

Since prices for basket options can be simulated very fast, the expression (10) as a combination of basket options with different maturity dates might be useful.

### 2.2. Comonotonic lower bound

A lower bound, in the sense of convex order, for $S = \sum_{i=1}^{m n} X_i$ is

$$S^\ell = \mathbb{E}[S \mid \Lambda]$$

where $\Lambda$ is a normally distributed random variable. If $\mathbb{E}[X_i \mid \Lambda]$ are all non-decreasing functions of $\Lambda$ or all non-increasing functions of $\Lambda$, $S^\ell$ is a sum of comonotonic variables and the reasoning of Dhaene et al. [10] and [11] for the stop-loss premium leads to Theorem 2 below where $LBA_{\Lambda}$ denotes 'lower bound using the conditioning variable $\Lambda$' and stands for $e^{-rT} \mathbb{E}^{\mathbb{Q}}[(S^\ell - K)_+].$ The non-comonotonic situation for Asian basket options is solved in this paper in Section 3.

$^1$ When exercising an option at a maturity $T - j$ with $j \in \{1, \ldots, m - 1\}$, one has in addition to invest the payoff in the risk free money-account.
Theorem 2 Suppose the sum $S$ is given by (4)-(6) and $\Lambda$ is a normally distributed conditioning variable such that $(W_\ell(T-j), \Lambda)$ are bivariate normally distributed for all $\ell$ and $j$ and the correlation coefficients

$$r_{\ell,j} = \frac{\text{Cov}(W_\ell(T-j), \Lambda)}{\sigma_\Lambda \sqrt{T-j}}$$

have the same sign, when not zero, for all $\ell$ and $j$. Then the comonotonic lower bound for the option price $ABC(n, m, K, T)$ in (3) is given by

$$\text{LB}_\Lambda = \sum_{\ell=1}^{n} \sum_{j=0}^{m-1} a_\ell b_j S_\ell(0) e^{-r_j \Phi} \left[ \text{sign}(r_{\ell,j}) \left( r_{\ell,j} \sigma_\ell \sqrt{T-j} - \Phi^{-1}(F_{S_{\ell}}(K)) \right) \right]$$

$$- e^{-rT} K \Phi \left[ -\text{sign}(r_{\ell,j}) \Phi^{-1}(F_{S_{\ell}}(K)) \right].$$

(13)

where the value $F_{S_{\ell}}(K)$ of the cdf of the comonotonic sum $S_{\ell}$ solves

$$\sum_{\ell=1}^{n} \sum_{j=0}^{m-1} a_\ell b_j S_\ell(0) \exp \left[ (r - \frac{1}{2} \sigma_{\ell}^2) (T-j) + r_{\ell,j} \sigma_\ell \sqrt{T-j} - \Phi^{-1}(F_{S_{\ell}}(K)) \right] = K.$$

(14)

To judge the quality of the stochastic lower bound $E[S | \Lambda]$, we might look at its variance. To maximize it, i.e. to make it as close as possible to $\text{Var}[S]$, the average value of $\text{Var}[S | \Lambda = \lambda]$ should be minimized. In other words, to get the best lower bound, $\Lambda$ and $S$ should be as alike as possible. Recently, Vanduffel et al. provide in [23] a detailed discussion for the optimal choice of the conditioning variable and propose new locally optimal choices. In the present paper, however, we restrict ourselves to four global conditioning variables.

A first idea to choose conditioning variables is based on [14] and [10] and consists in looking at the conditioning variable such that for $i = 1, 2$:

$$FA_i = \sum_{k=1}^{n} \sum_{p=0}^{m-1} a_k b_p c_i(k, p) \sigma_k S_k(0) W_k(T-p),$$

(15)

with

$$c_1(k, p) = e^{(r - \frac{1}{2} \sigma_k^2)(T-p)}, \quad c_2(k, p) = 1.$$

Vanduffel et al. [21] suggest to look at the conditioning variable such that the first order approximation of the variance of $S_{\ell}$ is maximized. For Asian basket options, this is the case when $\Lambda$ is given by

$$FA_3 = \sum_{k=1}^{n} \sum_{p=0}^{m-1} a_k b_p S_k(0) \exp \left[ (r - \frac{1}{2} \sigma_k^2)(T-p) + \sigma_k W_k(T-p) \right].$$

(16)

Nielsen and Sandmann [16] suggest to look at the geometric average $G$ which in the Asian basket case is defined by

$$G = \prod_{\ell=1}^{n} \prod_{j=0}^{m-1} S_\ell(T-j)^{a_\ell b_j} = \prod_{\ell=1}^{n} \left( \prod_{j=0}^{m-1} \left( S_\ell(0) e^{(r - \frac{1}{2} \sigma_\ell^2)(T-j) + \sigma_\ell W_\ell(T-j)} \right)^{b_j} \right)^{a_\ell}$$

and to consider its standardized logarithm as conditioning variable

$$GA = \frac{\ln G - E[G]}{\sqrt{\text{Var}[\ln G]}} = \frac{\sum_{\ell=1}^{n} \sum_{j=0}^{m-1} a_\ell b_j \sigma_\ell W_\ell(T-j)}{\sqrt{\text{Var}[\ln G]}}.$$

(17)
For all these choices of $\Lambda$, the correlation coefficients $r_{\ell,j}$, which enter the lower bound, are easy to calculate. Their expressions contain the instantaneous correlations $\rho_{ij}$ (2), which influence the sign of the $r_{\ell,j}$. Only when the (non-zero) correlation coefficients $r_{\ell,j}$ have the same sign for all $\ell$ and $j$ the comonotonic lower bound may be applied. Otherwise when the correlations have mixed signs, the lower bound $E[\mathbb{S}|\Lambda]$ is not a comonotonic sum. Hence the expression (13) is not longer valid. The lower bound of the option price will now involve an integral (see (21)). In Section 3 it is shown that this integral can be simplified and that a closed-form expression is still available.

2.3. Bounds based on the Rogers and Shi approach

Rogers and Shi [17] derived an upper bound based on the lower bound starting from the following general inequality for any random variable $Y$ and $Z$:

$$0 \leq E\left[ E(Y^+ \mid Z) - E(Y \mid Z)^+ \right] \leq \frac{1}{2}E\sqrt{\text{Var}(Y \mid Z)}.$$

According to an idea of Nielsen and Sandmann [16], we determine $d_\Lambda \in \mathbb{R}$ for each of the four different $\Lambda$'s (15), (16) and (17) such that $\Lambda \geq d_\Lambda$ implies that $\mathbb{S} \geq K$.

Combination of both techniques, as done in [8] and [24], results in the following upper bounds which are denoted by UBRSA with $\Lambda$ being a conditioning variable:

**Theorem 3** Let $\mathbb{S}$ be given by (4)-(6) and $\Lambda$ be a normally distributed conditioning variable such that $(W_\ell(T - j), \Lambda)$ are bivariate normally distributed for all $\ell$ and $j$. Further, suppose that there exists a $d_\Lambda \in \mathbb{R}$ such that $\Lambda \geq d_\Lambda$ implies that $\mathbb{S} \geq K$. Then an upper bound to the option price $ABC(n, m, K, T)$ in (3) is

$$\text{UBRSA} = e^{-rT}\mathbb{E}^{\mathbb{Q}}\left(\mathbb{S}^{\ell} - K\right)_+ + \frac{1}{2}e^{-rT}\left\{ \Phi \left(d_\Lambda^*\right) \right\}^\frac{1}{2} \times \left\{ \left( \sum_{\ell=1}^{n} \sum_{k=1}^{m} \sum_{p=0}^{m-1} a_{\ell k} b_{j p} S_\ell(0) S_k(0) \right) \right\} \times e^{r(2T - j - p)} \left( e^{r \sigma_k \rho_{ij} \min(T - j, T - p)} - e^{r \ell,j \sigma_k \rho_{ij} \sigma_k \sqrt{(T - j)(T - p)}} \right) \times \Phi \left( d_\Lambda^* - r_{\ell,j} \sigma_l \sqrt{T - j - r_{k,p} \sigma_k \sqrt{T - p}} \right) \right\}^{\frac{1}{2}} \quad (18)$$

with $d_\Lambda^* = \frac{d_\Lambda - \mathbb{E}^{\mathbb{Q}}[\mathbb{S}^{\ell} - K]_+}{\sigma_{\Lambda}}$, $r_{\ell,j}$, $r_{k,p}$ the correlation coefficients (12) and $\rho_{ij}$ the instantaneous correlations (2).

Remark that if the correlation coefficients $r_{\ell,j}$ have the same sign, when not zero, for all $\ell$ and $j$, then $e^{-rT}\mathbb{E}^{\mathbb{Q}}\left(\mathbb{S}^{\ell} - K\right)_+$ equals the comonotonic lower bound LBA of Theorem 2. The explicit expression of $e^{-rT}\mathbb{E}^{\mathbb{Q}}\left(\mathbb{S}^{\ell} - K\right)_+$ in the non-comonotonic situation will be derived in Section 3. Therefore, it is one of the merits of this paper, that it shows that even in a non-comonotonic situation the upper bound based on Rogers and Shi UBRSA can be obtained.

2.4. Partially exact/comonotonic upper bound

The so-called partially exact/comonotonic upper bound, denoted by PECUB$\Lambda$ with $\Lambda$ being a conditioning variable, consists of an exact part of the option price and some improved comonotonic upper bound for the remaining part, and can be derived as in [24]:
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**Theorem 4** Let $\mathbb{S}$ be given by (4)-(6) and $\Lambda$ is a normally distributed conditioning variable satisfying the assumptions of Theorem 3. Then the partially exact/comonotonic upper bound to the option price $ABC(n, m, K, T)$ in (3) has the following expression:

\[
P_{\text{ECUBA}} = \sum_{\ell=1}^{n} \sum_{j=0}^{m-1} a_{\ell}b_{j}S_{\ell}(0)e^{-jrT} \Phi \left( r_{\ell,j}\sigma_{T}\sqrt{T-j} - d_{\Lambda} \right) - e^{-rT} K (1 - \Phi(d_{\Lambda}')) + \\
\sum_{\ell=1}^{n} \sum_{j=0}^{m-1} a_{\ell}b_{j}S_{\ell}(0)e^{-jrT} \sigma_{T}^{2}(T-j) \int_{0}^{\Phi(d_{\Lambda}')} e^{r_{\ell,j}\sigma_{T}\sqrt{T-j} \Phi^{-1}(v)} \times \\
\Phi \left( \sigma_{T}\sqrt{(T-j)(1-r_{\ell,j}^{2})} - \Phi^{-1}(F_{S^{u}|V=v}(K)) \right) dv - \\
K e^{-rT} \left( \Phi(d_{\Lambda}') - \int_{0}^{\Phi(d_{\Lambda}')} F_{S^{u}|V=v}(K) dv \right),
\]

where $V = \Phi \left( \frac{\Lambda - \mathbb{E}^{\mathbb{Q}}[\Lambda]}{\sigma_{\Lambda}} \right)$ and $F_{S^{u}|V=v}(K)$ solves

\[
\sum_{\ell=1}^{n} \sum_{j=0}^{m-1} a_{\ell}b_{j}S_{\ell}(0)e^{(r-\frac{1}{2}\sigma_{T}^{2})(T-j)} + r_{\ell,j}\sigma_{T} \Phi^{-1}(v) \sqrt{T-j} + r_{\ell,j}\sigma_{T} \frac{e}{\sqrt{T-j} \Phi^{-1}(F_{S^{u}|V=v}(K))} = K.
\]

We stress that for practical applications $F_{S^{u}|V=v}(K)$ just has to be solved from equation (20). The notation $F_{S^{u}|V=v}$, however, stands for the cdf of the so-called improved comonotonic sum and we refer the interested reader to [14] in which this notion is introduced.

**3. Non-comonotonic lower bound and upper bound based on the Rogers and Shi approach**

In this section, we consider the case where not all $r_{\ell,j}$ of (12) have the same sign. Then, $S^{u}$ will not be a comonotonic sum of random variables, making the determination of the lower bound more complicated since it does not follow from the comonotonicity literature. To determine a lower bound, we follow the approach suggested in [15] for basket options. We know that the lower bound can be rewritten as

\[
e^{-rT} \mathbb{E}^{\mathbb{Q}} \left[ (S^{u} - K)^{+} \right] = e^{-rT} \mathbb{E}^{\mathbb{Q}} \left[ (\mathbb{E}^{\mathbb{Q}}[S^{u} | \Lambda] - K)^{+} \right] \\
= e^{-rT} \mathbb{E}^{\mathbb{Q}} \left[ \left( \sum_{\ell=1}^{n} \sum_{j=0}^{m-1} a_{\ell}b_{j}S_{\ell}(0)e^{(r-\frac{1}{2}\sigma_{T}^{2})(T-j) + r_{\ell,j}\sigma_{T} \Phi^{-1}(v) \sqrt{T-j} \frac{e}{\Phi^{-1}(F_{S^{u}|V=v}(K))}} - K \right)^{+} \right] \\
= e^{-rT} \int_{0}^{1} \left( \sum_{\ell=1}^{n} \sum_{j=0}^{m-1} a_{\ell}b_{j}S_{\ell}(0)e^{(r-\frac{1}{2}\sigma_{T}^{2})(T-j) + r_{\ell,j}\sigma_{T} \Phi^{-1}(v)} - K \right)^{+} dv,
\]

with $v = \Phi \left( \frac{\Lambda - \mathbb{E}^{\mathbb{Q}}[\Lambda]}{\sigma_{\Lambda}} \right)$.

Let us denote

\[
f(v) = \sum_{\ell=1}^{n} \sum_{j=0}^{m-1} a_{\ell}b_{j}S_{\ell}(0)e^{(r-\frac{1}{2}\sigma_{T}^{2})(T-j) + r_{\ell,j}\sigma_{T} \Phi^{-1}(v)} - K.
\]

Notice that $f(v)$ is no longer a monotone function of $v$ (as in the comonotonic situation) when not all $r_{\ell,j}$ have the same sign. The derivative $f'(v)$ with respect to $v$ equals
\[ f'(v) = \frac{1}{\varphi(\Phi^{-1}(v))} \sum_{\ell=1}^{n} \sum_{j=0}^{m-1} a_{\ell} b_{j} S_{\ell}(0) r_{\ell,j} \sigma_{\ell} \sqrt{T - j} e^{\left(r - \frac{1}{2} \sigma_{\ell}^{2}\right) (T-j) + r_{\ell,j} \sigma_{\ell} \sqrt{T-j}} \Phi^{-1}(v), \]

where \( \varphi(\cdot) \) is the standard normal density function. Obviously, the above denominator is strictly positive for \( v \in (0, 1) \). The numerator, which we will denote by \( K(v) \), is a non-decreasing function of \( v \) since its derivative with respect to \( v \) is positive. Moreover, this numerator has the following limits:

\[ \lim_{v \to 0} K(v) = -\infty \quad \text{and} \quad \lim_{v \to 1} K(v) = +\infty. \]

Therefore, there exists a unique \( v^* \) such that \( K(v^*) = 0 \) and consequently \( f'(v^*) = 0 \). Since moreover

\[ \lim_{v \to 0} f(v) = +\infty \quad \text{and} \quad \lim_{v \to 1} f(v) = +\infty, \]

we conclude that \( f(v) \) is either positive upon whole the interval \([0, 1]\), or has a strictly negative minimum \( f(v^*) \). Hence, in the latter case, \( f(v) \) stays positive before a certain value \( d_{A_1} \in [0, 1] \), is then negative until a value \( d_{A_2} \in ]d_{A_1}, 1[ \) but has then again positive values on the interval \([d_{A_2}, 1]\). Therefore, the following theorem can easily be proved:

**Theorem 5** Let \( \mathbb{S} \) be given by (4)-(6) and let \( \Lambda \) be a normally distributed conditioning variable such that \((W_{\ell}(T - j), \Lambda)\) are bivariate normally distributed for all \( \ell \) and \( j \). Suppose that not all \( r_{\ell,j} \)

of (12) have the same sign and consider the function \( f \) introduced in (22). The non-comonotonic lower bound for the option price \( ABC(n, m, K, T) \) in (3) is such that

a) if \( f(v) \geq 0 \) for all \( v \), then

\[ \text{LB}_A = \sum_{\ell=1}^{n} \sum_{j=0}^{m-1} a_{\ell} b_{j} S_{\ell}(0) e^{-rj} - K e^{-rT}, \tag{23} \]

b) if \( f(v^*) < 0 \), with \( v^* \) the solution of \( f'(v) = 0 \), then

\[ \text{LB}_A = \sum_{\ell=1}^{n} \sum_{j=0}^{m-1} a_{\ell} b_{j} S_{\ell}(0) e^{-rj} \Phi \left( d_{A_1}^* - r_{\ell,j} \sigma_{\ell} \sqrt{T - j} \right) - K e^{-rT} \Phi \left( d_{A_1}^* \right) + \]

\[ + \sum_{\ell=1}^{n} \sum_{j=0}^{m-1} a_{\ell} b_{j} S_{\ell}(0) e^{-rj} \Phi \left( r_{\ell,j} \sigma_{\ell} \sqrt{T - j} - d_{A_2}^* \right) - K e^{-rT} \Phi \left( -d_{A_2}^* \right) \tag{24} \]

where, for \( i = 1, 2, \) \( d_{A_i}^* = \frac{d_{A_i} - \mathbb{E}^{\mathbb{S}^k}[\Lambda]}{\sigma_{\Lambda}} \) and \( d_{A_1} \leq d_{A_2} \) denote the two solutions of the following equation in \( x \):

\[ \sum_{\ell=1}^{n} \sum_{j=0}^{m-1} a_{\ell} b_{j} S_{\ell}(0) e^{\left(r - \frac{1}{2} \sigma_{\ell}^{2}\right)(T-j) + r_{\ell,j} \sigma_{\ell} \sqrt{T-j}} = K. \tag{25} \]

**Proof.** Case of \( f(v) \geq 0 \) for all \( v \) is trivial.

Case of \( f(v^*) < 0 \) \( \Lambda \leq d_{A_1} \) or \( \Lambda \geq d_{A_2} \) imply that \( \mathbb{S}^\ell \geq K \) and \( d_{A_1} < \Lambda < d_{A_2} \) implies \( \mathbb{S}^\ell < K. \) \( \square \)

**Remarks**

(i) This lower bound can be used in the Rogers and Shi approach, so the upper bound UBRSQA can also be derived in the non-comonotonic situation.

(ii) As a basket option is a special case of an Asian basket option with \( m = 1 \), the reasoning above and formula (24) (with \( m = 1 \)) remains valid for basket options in the cases where \( \mathbb{S}^\ell \)
is not a comonotonic sum, providing a much simpler lower bound than in [8]. No optimization algorithm is needed.

(iii) The approach in this section is general and can also be used in other settings in which sums of non-comonotonic random variables show up with correlations with mixed signs. In [22], Vanduffel et al. deal with cash flows with mixed signs and obtain a result with a similar taste.

4. Generalization of an upper bound based on the method of Thompson and of Lord

In his paper [19], Thompson used intuition and simple optimization to derive an upper bound which tightened Rogers and Shi’s upper bound considerably for continuously sampled Asian options. His reasoning is based upon a first order approximation and is therefore referred to as FA. In his Ph.D. thesis [20], Thompson already suggested the idea of adding a supplementary parameter but he did not work it out. Thompson’s approximation is only justified when \( \sigma^2 \) is small.

In case of Asian options, Lord [15] approximates the arithmetic sum by a shifted lognormal variable — and therefore the results are referred to as SLN — and then adds according to the ideas of Thompson a supplementary parameter.

In this section, both the methods of Thompson [19] and Lord [15] will be generalized to the Asian basket case by taking into account a supplementary parameter. The numerical section 5 will show that these methods provide most of the times the best upper bounds.

**Theorem 6** Let \( S \) be given by (4)-(6) and \( \sigma > 0 \), then upper bounds based on Thompson’s method (for \( X \) being FA) and Lord’s reasoning (for \( X \) being SLN) for the option price \( ABC(n, m, K, T) \) in (3) are given by

\[
ABC(n, m, K, T) \leq e^{-rT} \sum_{\ell=1}^{n} \sum_{j=0}^{m-1} a_{\ell} b_{j} \int_{-\infty}^{+\infty} \left\{ c_{\ell}^{X}(T-j, x, \sigma) \Phi \left( \frac{c_{\ell}^{X}(T-j, x, \sigma)}{d_{\ell}(T-j, \sigma)} \right) + d_{\ell}(T-j, \sigma) \varphi \left( \frac{c_{\ell}^{X}(T-j, x, \sigma)}{d_{\ell}(T-j, \sigma)} \right) \right\} \varphi(x) dx.
\]

with \( \varphi \) the standard normal density function, and with \( c_{\ell}^{X}(T-j, x, \sigma) \) and \( d_{\ell}^{2}(T-j, \sigma) \) the conditional mean and variance:

\[
c_{\ell}^{X}(T-j, x, \sigma) = S(0)e^{(\mu_{\ell}^{X}(T-j) + \frac{1}{2}\sigma_{\ell}^{2}) \sigma_{\ell} \sqrt{T-j}} - \sigma K \left( \frac{\mu_{\ell}^{X}(T-j)}{\sigma_{\ell}} + \sigma_{\ell} x \sqrt{T-j} - \sum_{i=1}^{n} \sum_{k=0}^{m-1} a_{i} b_{k} \sigma_{i} \min(T-k, T-j) x \right)
\]

and

\[
d_{\ell}^{2}(T-j, \sigma) = \sigma^{2} K^{2} \left( \sum_{i=1}^{n} \sum_{k=0}^{m-1} \sum_{h=1}^{n} \sum_{p=0}^{m-1} a_{i} b_{k} a_{h} b_{p} \sigma_{i} \sigma_{h} \rho_{hi} \min(T-k, T-p) \right)
\]
In case of the generalization of Thompson’s method:

\[
\mu_{\ell}^{FA}(T - j) = \frac{1}{K} \left( S_{\ell}(0)e^{(r - \frac{1}{2}\sigma_{\ell}^2)(T-j)} + \gamma_{\ell}^{FA} \sqrt{\text{Var}(Y_{\ell}^{FA}(T - j))} \right) \tag{29}
\]

with

\[
\gamma_{\ell}^{FA} = \frac{K - \sum_{\ell=1}^{n} \sum_{j=0}^{m-1} a_{\ell} b_{j} S_{\ell}(0)e^{(r - \frac{1}{2}\sigma_{\ell}^2)(T-j)}}{\sum_{\ell=1}^{n} \sum_{j=0}^{m-1} a_{\ell} b_{j} \sqrt{\text{Var}(Y_{\ell}^{FA}(T - j))}}, \tag{30}
\]

and with the first order approximations for \( S_{\ell}(T - j) \) given by

\[
S_{\ell}^{FA}(T - j) = S_{\ell}(0)e^{(r - \frac{1}{2}\sigma_{\ell}^2)(T-j)} (1 + \sigma_{\ell} W_{\ell}(T - j)). \tag{31}
\]

\[
Y_{\ell}^{FA}(T - j) = S_{\ell}^{FA}(T - j) - \overline{\sigma} K \left[ \sigma_{\ell} W_{\ell}(T - j) - \sum_{i=1}^{n} \sum_{k=0}^{m-1} a_{\ell} b_{k} \sigma_{i} W_{i}(T - k) \right] \tag{32}
\]

is a first order approximation of

\[
Y_{\ell}(T - j) = S_{\ell}(T - j) - \overline{\sigma} K \left[ \sigma_{\ell} W_{\ell}(T - j) - \sum_{i=1}^{n} \sum_{k=0}^{m-1} a_{\ell} b_{k} \sigma_{i} W_{i}(T - k) \right]. \tag{33}
\]

In case of Lord’s generalized results, a shifted lognormal approximation for \( Y_{\ell}(T - j) \) is of the form:

\[
Y_{\ell}^{SLN}(T - j) = \alpha(\ell, T - j) + \exp \left[ \theta(\ell, T - j) + \omega(\ell, T - j) Z_{\ell} \right], \tag{34}
\]

where \( \alpha(\ell, T - j), \theta(\ell, T - j) \) and \( \omega(\ell, T - j) \) are the shift, mean and volatility functions and \( Z_{\ell} \) is a standard normal distribution. Further,

\[
\mu_{\ell}^{SLN}(T - j) = \frac{1}{K} \left[ \alpha(\ell, T - j) + \exp \left[ \theta(\ell, T - j) + \gamma^{SLN} \omega(\ell, T - j) \right] \right], \tag{35}
\]

with the constant \( \gamma^{SLN} \) determined by the condition

\[
\sum_{\ell=1}^{n} \sum_{j=0}^{m-1} a_{\ell} b_{j} \mu_{\ell}^{SLN}(T - j) = 1. \tag{36}
\]

In this theorem, \( \overline{\sigma} \) is an arbitrary parameter. In [19], only the choice of \( \overline{\sigma} = 1 \) is considered and this in the case of an Asian option. Numerically, we find that the upper bound is quadratic around the optimal value of \( \overline{\sigma} \) and therefore one can use an algorithm suggested by Lord [15] to determine the optimal upper bound.

**Algorithm**

(i) Calculate the upper bound using \( \mu_{\ell}^{FA}(T - j) \) (resp. \( \mu_{\ell}^{SLN}(T - j) \)) for three carefully chosen values of \( \overline{\sigma} \);

(ii) Fit a quadratic function in \( \overline{\sigma} \) to these computed values;

(iii) Determine the value of \( \overline{\sigma} \) in which the upper bound attains its minimum;

(iv) Recalculate the upper bound in the approximately optimal \( \overline{\sigma} \).

In the numerical section, we will compare the bound for \( \overline{\sigma} = 1 \), which will be called ‘ThompUB’, with (among others) the bound obtained by the optimized \( \overline{\sigma} \), which will be called ‘ThompUBquad’. Especially for long maturities, high volatilities and high strike values, the effects of optimizing \( \overline{\sigma} \) are considerable.
### Table 1

<table>
<thead>
<tr>
<th>Stock</th>
<th>Stock Price (in %)</th>
<th>Weight (in %)</th>
<th>Volatility (in %)</th>
<th>Dividend Yield (in %)</th>
</tr>
</thead>
<tbody>
<tr>
<td>BASF</td>
<td>42.55</td>
<td>25</td>
<td>33.34</td>
<td>2.59</td>
</tr>
<tr>
<td>Bayer</td>
<td>48.21</td>
<td>20</td>
<td>31.13</td>
<td>2.63</td>
</tr>
<tr>
<td>Degussa-Huls</td>
<td>34.30</td>
<td>30</td>
<td>33.27</td>
<td>3.32</td>
</tr>
<tr>
<td>FMC</td>
<td>100.00</td>
<td>10</td>
<td>35.12</td>
<td>0.69</td>
</tr>
<tr>
<td>Schering</td>
<td>66.19</td>
<td>15</td>
<td>36.36</td>
<td>1.24</td>
</tr>
</tbody>
</table>

### Table 2

<table>
<thead>
<tr>
<th></th>
<th>BASF</th>
<th>Bayer</th>
<th>Degussa-Huls</th>
<th>FMC</th>
<th>Schering</th>
</tr>
</thead>
<tbody>
<tr>
<td>BASF</td>
<td>1.00</td>
<td>0.84</td>
<td>−0.07</td>
<td>0.45</td>
<td>0.43</td>
</tr>
<tr>
<td>Bayer</td>
<td>0.84</td>
<td>1.00</td>
<td>0.08</td>
<td>0.62</td>
<td>0.57</td>
</tr>
<tr>
<td>Degussa-Huls</td>
<td>−0.07</td>
<td>0.08</td>
<td>1.00</td>
<td>−0.54</td>
<td>−0.59</td>
</tr>
<tr>
<td>FMC</td>
<td>0.45</td>
<td>0.62</td>
<td>−0.54</td>
<td>1.00</td>
<td>0.86</td>
</tr>
<tr>
<td>Schering</td>
<td>0.43</td>
<td>0.57</td>
<td>−0.59</td>
<td>0.86</td>
<td>1.00</td>
</tr>
</tbody>
</table>

### 5. Numerical results

In this section we consider a numerical example for an Asian basket option in the Black & Scholes setting and compare the different lower and upper bounds. We recall the following notations where $\Lambda$ can be $FA_1, FA_2, FA_3$ or $GA$: $LBA$ for both the comonotonic lower bound (13) and the non-comonotonic lower bound (23) or (24), PECUB$\Lambda$ for partially exact/comonotonic upper bound (19), UBRSA$\Lambda$ for upper bound (18) (with a comonotonic or non-comonotonic lower bound) based on the Rogers & Shi approach and CUB for comonotonic upper bound (7). We use the notation PECUB for the min$(PECUBFA_1, PECUBFA_2, PECUBFA_3, PECUBGA)$, UBR for min$(UBRSPA_1, UBRSPA_2, UBRSPA_3, UBRSGA)$, LB for max$(LBFA_1, LBFA_2, LBFA_3, LBGA)$, ThompUB for upper bound based on Thompson’s first order approximation with $\sigma = 1$, ThompUBquad, and SLNquad for upper bound based on the first order approximation and on the shift lognormal approximations, which use a numerical optimization algorithm to approximate the optimal scale $\sigma$. The moneyness of the option is defined as

$$K \sum_{\ell=1}^{n} \sum_{j=0}^{m-1} a_\ell b_j E[ S_\ell (T - j)] - 1.$$  

(37)

Negative moneyness corresponds to in-the-money options, positive moneyness to out-of-the-money options. A moneyness of zero indicates that the option is at-the-money. In order to illustrate our bounds for an Asian basket options, we take a set of input data from [2] where the valuation results for Asian basket option with monthly averaging were written on a fictitious chemistry-pharma basket that consists of the five German DAX stocks listed in Tables 1 and 2.

The annual risk-free interest rate $r$ is equal to 6% and we compute bounds for options with three different maturity dates (half a year, one year and five years). The exercise prices are chosen in such a way that Table 3 shows results for in-the-money, at-the-money and out-of-the-money options. The averaging period of all options is five months and starts five months before maturity.

In Table 3, we compare the upper and lower bounds with Monte Carlo (MC) estimates. These
Monte Carlo estimates (and also the standard deviations (SE)) are obtained by generating 1,000,000 paths using antithetic variables, by following the algorithm of [6], [7] and of [12]. In Fig. 1 - Fig. 3 we plot the pricing error of a bound with respect to the moneyness (37) for different maturities $T$. This pricing error expressed in basis points (bp) is defined as

$$\frac{\text{bound} - \text{MC value}}{\sum_{\ell=1}^{n} a_{\ell} S_{\ell}(0)} \times 10,000$$

where ‘bound’ takes the value of LB, UBRS, PECUB, ThompUBquad or SLNquad and the denominator equals 50,498 according to the data in Table 1.

For this data set, FA1, FA2 and FA3 lead not to comonotonic lower bounds since the correlations $r_{\ell,j}$ of (12) do not have the same sign for all $\ell$ and $j$. However, in this case the method of Section 3 can be applied. The results from Table 3 reveal that the non-comonotonic lower bounds LBFA1, LBFA2 and LBFA3 perform better than the comonotonic lower bound LBGA. The non-comonotonic lower bounds LBFA1, LBFA2 and LBFA3 equal up to the 20-th decimal the sum of the last two terms in (24) as the sum of the first two terms is almost negligible.

From Table 3 and the figures Fig. 1 - Fig. 3, we notice that only for short maturities and in- and at-the-money, UBRS outperforms all the other upper bounds. In all other cases, ThompUBquad and SLNquad provide the best upper bounds, with SLNquad beating ThompUBquad most of the times. SLNquad is significantly sharper for long maturities and out-of-the-money. We notice that the lower bound is very close to the Monte Carlo value but loses a bit of its sharpness for larger maturities. Also the precision of ThompUBquad and SLNquad decreases with the maturity $T$.

PECUB is too high to be useful in comparison with ThompUBquad and SLNquad. Only (far) out of the money, PECUB becomes better than UBRS. It is easy to prove that UBRS converges to the constant $\frac{1}{2} e^{-rT} E Q[\text{Var}(S')]^{1/2}$ for $K$ tending to infinity, whereas both PECUB and CUB converge to zero for $K$ tending to infinity. The CUB however, which can be seen as the price of a static hedging portfolio as mentioned before, leads to much higher upper bounds (see Table 3) since this bound does not take the correlations (2) into account. We further notice that UBRSA obtains the best values for $\Lambda = FA3$, which by construction minimizes (a first order approximation
of) $\mathbb{E}^Q[\text{Var}(S_t)]$, a term which is related to $\mathbb{E}^Q\left[\text{Var}(S_t)1_{\{\Lambda<d_A\}}\right]$ showing up in the expression of UBRSA.

We also compare ThompUB, the Asian basket option bound obtained by following Thompson’s approach for $\bar{\Gamma} = 1$, with ThompUBquad, the bound obtained by the optimized $\bar{\Gamma}$, especially for long maturities and high strike values, the effects of optimizing $\bar{\Gamma}$ are considerable.

**Conclusion** The lower bound LB, which can be calculated in both comonotonic and non-
comonotonic situations, leads to very precise lower bounds. Based on our numerical tests, we recommend the reader to use for short maturities and in- and at-the money the upper bound UBRS, which also can be derived in both comonotonic and non-comonotonic situations. In the other cases, SLNquad seems to be the best upper bound.
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