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Abstract. Consider a linear elliptic partial differential equation in divergence form
with a random coefficient field. The solution-operator displays fluctuations around its
expectation. The recently-developed pathwise theory of fluctuations in stochastic ho-
mogenization reduces the characterization of these fluctuations to those of the so-called
standard homogenization commutator. In this contribution, we investigate the scaling
limit of this key quantity: starting from a Gaussian-like coefficient field with possibly
strong correlations, we establish the convergence of the rescaled commutator to a frac-
tional Gaussian field, depending on the decay of correlations of the coefficient field, and
we investigate the (non)degeneracy of the limit. This extends to general dimension d ≥ 1
previous results so far limited to dimension d = 1, and to the continuum setting with
strong correlations recent results in the discrete iid case.

Subject classification: 60B12; 35B27; 60H07; 60F05; 60H25

Contents

1. Introduction 1
2. Preliminary 6
3. Convergence of the covariance structure 9
4. (Non-)Degeneracy of the limiting covariance 18
5. Asymptotic normality 23
Acknowledgments 30
References 31

1. Introduction

1.1. General overview. Let a be a stationary and ergodic random coefficient field that
satisfies the boundedness and ellipticity properties

|a(x)ξ| ≤ |ξ|, ξ · a(x)ξ ≥ λ|ξ|2, for all x, ξ ∈ Rd, (1.1)

for some λ > 0. Given a deterministic vector field f ∈ C∞c (Rd)d, we consider the random
family (∇uε)ε>0 of unique Lax-Milgram solutions (which henceforth means the unique
weak solutions in Ḣ1(Rd)) to the following rescaled elliptic equations in Rd,

−∇ ·
(
a( ·ε)∇uε

)
= ∇ · f. (1.2)

1
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It is known since the pioneering work of Papanicolaou and Varadhan [36] and of Kozlov [25]
that, almost surely, ∇uε converges weakly in L2(Rd) as ε ↓ 0 to the unique Lax-Milgram
solution ū in Rd of

−∇ ·
(
ā∇ū) = ∇ · f,

where ā is a deterministic and constant matrix that only depends on the law of a and is
given for 1 ≤ i ≤ d by

āei = E [a(∇φi + ei)] ,

in terms of the so-called corrector φi in the direction ei (cf. Lemma 2.3 below). Most
results on quantitative stochastic homogenization in the last decade focused on the accurate
description of the spatial oscillations of the solution operator for (1.2) (e.g. [20, 21, 17],
[4, 16, 3], and the references therein). In this contribution we rather focus on the random
fluctuations of macroscopic observables of the form

´
Rd g · ∇uε or

´
Rd g · a( ·ε)∇uε with

g ∈ C∞c (Rd)d, and establish (quantitative) central limit theorems. More precisely, pursuing
the investigation of our previous works on the topic [11, 10, 12] (see also [31, 18, 23, 30, 2]),
and inspired by previous computations in the one-dimensional setting [5, 22, 26], the present
contribution aims at analyzing the effects of strong correlations of the coefficient field a. For
simplicity and concreteness, we focus on the following Gaussian model family of coefficient
fields. This particular setting leads to significant simplifications since Malliavin calculus
then allows to systematically linearize the dependence on the randomness.

Definition 1.1. The coefficient field a is said to be Gaussian with parameter β > 0 if it
has the form

a(x) := a0(G(x)),

where a0 ∈ C2
b (Rκ)d×d is such that the boundedness and ellipticity assumptions (1.1) are

satisfied pointwise, and where G is some Rκ-valued centered stationary Gaussian random
field on Rd constructed on a probability space (Ω,F ,P) (with expectation E), characterized
by its covariance function

c(x) := E [G(x)⊗G(0)] , c : Rd → Rκ×κ,

which is assumed to have β-algebraic decay at infinity in the following sense: there exists
C0 > 0 such that for all x ∈ Rd,

1
C0

(1 + |x|)−β ≤ |c(x)| ≤ C0(1 + |x|)−β, (1.3)

and in the case β < d we further assume |∇c(x)| ≤ C0(1+|x|)−β−1. In addition, we assume
that c can be decomposed as c = c0 ∗ c0 where c0 satisfies1

|c0(x)| ≤ C0(1 + |x|)−
1
2

(d+β) ×
{

1 : β 6= d,

log−
1
2 (1 + |x|) : β = d.

(1.4)
♦

Since the covariance function c decays at infinity, the Gaussian random field G is known to
be (strongly) mixing. In particular, G is ergodic, which ensures existence and uniqueness of
correctors and homogenized coefficients (cf. Lemma 2.3). Note however that G is α-mixing
only if the covariance is integrable, that is, if β > d (e.g. [8]).

1Note that this decay assumption for c0 (including the logarithmic correction in the critical case β = d)
precisely ensures that c = c0 ∗ c0 satisfies the upper bound in (1.3).
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In the companion articles [11, 10], it was shown that fluctuations of macroscopic observ-
ables are determined at leading order by those of the so-called standard homogenization
commutator (see also [4, 2])

Ξi := (a− ā)(∇φi + ei).

This is referred to as the pathwise structure of fluctuations in stochastic homogenization,
which originates in the crucial observation that the 2-scale expansion of commutators
remains accurate in the fluctuation scaling. More precisely, the results in [10] take on
the following guise, where all scalings and rates are (generically) optimal. Henceforth, we
focus on dimensions d > 1 — the one-dimensional setting is indeed much simpler since
equation (1.2) can then be explicitly integrated.
• Fluctuation scaling: For all f, g ∈ C∞c (Rd)d and p <∞,

E
[∣∣∣πd,β(1

ε )
1
2

ˆ
Rd
g · ∇uε

∣∣∣p] 1
p

.p,f,g 1,

where the rescaling is defined by

πd,β(r) :=


(1 + r)d : β > d,
(1+r)d

log(2+r) : β = d,

(1 + r)β : β < d.

(1.5)

• Pathwise structure of fluctuations: For all f, g ∈ C∞c (Rd)d and p <∞,

E
[∣∣∣πd,β(1

ε )
1
2

(ˆ
Rd
g · ∇

(
uε − E [uε]

)
+

ˆ
Rd

(P̄∗Hg) · Ξi( ·ε)∇iū
)∣∣∣p] 1

p

+ E
[∣∣∣πd,β(1

ε )
1
2

( ˆ
Rd
g ·
(
a( ·ε)∇uε − E

[
a( ·ε)∇uε

])
−
ˆ
Rd

(P̄∗Lg) · Ξi( ·ε)∇iū
)∣∣∣p] 1

p

.p,f,g εµd,β(1
ε ), (1.6)

in terms of the homogenized Helmholtz and Leray projections on L2(Rd)d,

P̄∗H := ∇(∇ · ā∗∇)−1∇·, P̄∗L := Id−P̄H ā∗,

where we have set

µd,β(r) :=


1 : β > 2, d > 2,

log
1
2 (2 + r) : β > 2, d = 2, or β = 2, d > 2,

log(2 + r) : β = 2, d = 2,

(1 + r)1−β
2 : β < 2, d ≥ 2.

(1.7)

These results reduce the description of fluctuations of macroscopic observables at leading
order to the fluctuations of (large-scale averages of) the standard homogenization commu-
tator Ξ only. In order to fully describe fluctuations of macroscopic observables, it then
remains to analyze the scaling limit of Ξ itself. Under strong decay assumptions on the
correlations of the coefficient field, the rescaled commutator ε−

d
2 Ξ( ·ε) is known to converge

in law (as a random Schwartz distribution) to a Gaussian white noise, which was first es-
tablished in the discrete setting in [11], in the case of finite range of dependence in [2, 19],
and in the integrable Gaussian setting (β > d) in [12]. In the present contribution, we



4 M. DUERINCKX, J. FISCHER, AND A. GLORIA

analyze the corresponding scaling limit for the whole Gaussian family of coefficient fields,
including sharp convergence rates, and we emphasize the effects of strong correlations.

1.2. Main results. We address two main questions:
• The scaling limit of the commutator, both qualitatively and quantitatively, for
weak and strong correlations;
• The non-degeneracy of the scaling limit.

Before we state the main results, let us emphasize that this analysis is possible because the
key object for fluctuations in stochastic homogenization, the homogenization commutator,
turns out to be a local map of the coefficients. This appears clearly in [2, 19] in the case
of an ensemble of finite range of dependence, where it is proved that the homogenization
commutator is also a locally-dependent random field. The proof strongly relies on the
fact that the mixing condition is linear (in the sense it is compatible with renormalization
techniques, or iterations). In the present article, we consider Gaussian coefficients, for
which mixing conditions (in form of functional inequalities) are nonlinear (in particular,
these are not easily iterated). In this setting the locality of the homogenization commutator
is a nonlinear one, more in the spirit of [11]. As opposed to [2, 19], the upcoming results
are not only qualitative, but also quantitative.

The following states that in the Gaussian setting the scaling limit of the standard ho-
mogenization commutator is a Gaussian white noise whenever correlations are integrable,
that is, whenever β ≥ d, while in the non-integrable case β < d the scaling limit is a
fractional Gaussian field. This illustrates that the locality property of the commutator
with respect to the coefficients is a relative locality. This fully extends to the multidimen-
sional setting the (explicit) computations of [5] for d = 1, and extends the results of [11]
in the iid discrete case to this continuum setting with correlations. Finer statements for
the convergence of the covariance structure with optimal rates are included in Section 3,
cf. Proposition 3.1, and are completely new (even for integrable correlations). To ease the
reading, only a simplified version of these resuls is given below.

Theorem 1. Let the coefficient field a be Gaussian with parameter β > 0 as in Defini-
tion 1.1. For F ∈ C∞c (Rd)d×d, we write for short

Iε(F ) := πd,β(1
ε )

1
2

ˆ
Rd
F (x) : Ξ(xε ) dx.

(i) Convergence of the covariance structure:
• Integrable case β > d: There exists a constant tensor Q of order 4 such that for all
F, F ′ ∈ C∞c (Rd)d×d,

lim
ε↓0

Cov
[
Iε(F ); Iε(F

′)
]

=

ˆ
Rd
F (x) : Q : F ′(x) dx.

• Critical case β = d: If for all x the rescaled covariance Ldc(Lx) admits a limit as
L ↑ ∞, then the same conclusion holds as in the integrable case.
• Non-integrable case β < d: If for all x the rescaled covariance Lβc(Lx) admits a
limit as L ↑ ∞, then there exists a 4th-order tensor field Q on Sd−1 such that for
all F, F ′ ∈ C∞c (Rd)d×d,

lim
ε↓0

Cov
[
Iε(F ); Iε(F

′)
]

=

ˆ
Rd

ˆ
Rd
F (x) :

Q( x−y
|x−y|)

|x− y|β
: F ′(y) dxdy.
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(ii) Asymptotic normality: For all F ∈ C∞c (Rd)d×d and ε > 0,

W2

(
Iε(F )

Var [Iε(F )]
1
2

;N

)
+ dTV

(
Iε(F )

Var [Iε(F )]
1
2

;N

)

.F
1

Var [Iε(F )]


ε
d
2 |log ε| : β > d,

ε
d
2 |log ε|

3
2 log |log ε| : β = d,

ε
β
2 : β < d,

where W2 (·;N ) and dTV (·;N ) denote the 2-Wasserstein (see e.g. [33]) and the total
variation distance to a standard Gaussian law, respectively.

In particular, if the limiting covariance structure is non-degenerate, that is, if for all
nonzero test functions F ∈ C∞c (Rd)d×d, lim infε Var [Iε(F )] > 0, and further assuming
in the non-integrable case β ≤ d that the rescaled covariance Lβc(L·) admits a pointwise
limit as L ↑ ∞, then the rescaled homogenization commutator πd,β(1

ε )
1
2 Ξ( ·ε) converges in

law (as a random Schwartz distribution) to a (matrix-valued) Gaussian white noise with
variance Q in the integrable case β ≥ d, or to a (matrix-valued) fractional Gaussian field
with kernel Q( x

|x|)|x|
−β in the non-integrable case β < d. ♦

The additional condition on the convergence of the rescaled covariance of G in the non-
integrable case is necessary: strong oscillations of the covariance of G can break down the
convergence of the covariance structure of Ξ (it suffices to consider rescaled covariances
Lβc(Lx) with several cluster points when L ↑ ∞) . This is a new feature due to strong
correlations. Likewise, convergence rates can be arbitrarily slow. The proof follows the
general structure of the analysis of the i.i.d. discrete case in [11] and makes strong use of
tools from Malliavin calculus as in [12].

Combining this result with the pathwise structure of fluctuations (1.6), we are led to
a quantitative CLT (with optimal rates) for all macroscopic observables. An important
question concerns the possible degeneracy of the limit: as observed for d = 1 in [22, 26]
(see also [38]), degeneracy may occur and leads to different, non-Gaussian behaviors. In
Section 4, we establish the following sufficient criteria, based on the explicit characterization
of the limiting covariance structures provided by the Malliavin approach. Note that the
condition in the non-integrable case is much more restrictive than in the integrable case.
• In the integrable case β > d, if a = a0(G) is symmetric, if there exist y, α ∈ Rκ such that
the symmetric matrix αl∂la0(y) is definite, and if the covariance function c is smooth at
the origin, then the fluctuation tensor Q is non-degenerate.
• In the non-integrable case β < d, if a = a0(G) is symmetric and if for some 1 ≤ l ≤ κ the
symmetric matrix ∂la0(y) is definite for all y ∈ Rκ, then the fluctuation tensor field Q
is non-degenerate. Many degenerate examples can however be constructed.
• In both the integrable and the non-integrable cases, non-degeneracy is generic.
Precise statements are postponed to Section 4.

Notation
• We denote by C ≥ 1 any constant that only depends on d, λ, ‖a0‖W 2,∞ , and on the
covariance function c via the constants C0, β in (1.3) & (1.4). We use the notation .
(resp. &) for ≤ C× (resp. ≥ 1

C×) up to such a multiplicative constant C. We write
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' when both . and & hold. We add subscripts to C,.,&,' in order to indicate
dependence on other parameters. If the subscript is a function (e.g. .f ), then it is
understood as dependence on an upper bound on a suitable (weighted) Sobolev norm.
• The ball centered at x of radius r in Rd is denoted by Br(x), and we simply write
B(x) = B1(x), Br = Br(0), and B = B1(0).
• For a function f and 1 ≤ p < ∞, we write [f ]p(x) := (

ffl
B(x) |f |

p)1/p for the local Lp

average, and similarly [f ]∞(x) := supB(x) |f |.
• We systematically use Einstein’s summation convention on repeated indices.
• For a, b ∈ R, we write a ∨ b := max{a, b} and a ∧ b := min{a, b}.

2. Preliminary

We first review useful results from Malliavin calculus for the fine analysis of functionals
of the underlying Gaussian field G. Next, we recall several tools from quantitative stochas-
tic homogenization theory, including optimal corrector estimates and annealed Calderón-
Zygmund theory for linear elliptic equations with random coefficients.

2.1. Malliavin calculus. Since the covariance function c is uniformly bounded (cf. (1.3)),
the Gaussian random field G can be viewed as a random Schwartz distribution, that is, as
a random element in S ′(Rd)κ: for all ζ1, ζ2 ∈ C∞c (Rd)κ we define G(ζ1), G(ζ2) (or

´
Rd Gζ1,´

Rd Gζ2) as centered Gaussian random variables with covariance

Cov [G(ζ1);G(ζ2)] :=

¨
Rd×Rd

ζ1(x) · c(x− y) ζ2(y) dxdy.

We define H as the closure of C∞c (Rd)κ for the (semi)norm

‖ζ1‖2H := 〈ζ1, ζ1〉H, 〈ζ1, ζ2〉H :=

¨
Rd×Rd

ζ1(x) · c(x− y) ζ2(y) dxdy.

The space H (up to taking the quotient with respect to the kernel of ‖ · ‖H) is a separable
Hilbert space. In view of the isometry relation Cov [G(ζ1);G(ζ2)] = 〈ζ1, ζ2〉H, the random
field G is said to be an isonormal Gaussian process over H.

We recall some basic definitions of the Malliavin calculus with respect to the Gaussian
field G (see e.g. [28, 35, 33] for details). Without loss of generality, we work under the
minimality assumption F = σ(G), which implies that the linear subspace

R :=
{
g
(
G(ζ1), . . . , G(ζn)

)
: n ∈ N, g ∈ C∞c (Rn), ζ1, . . . , ζn ∈ C∞c (Rd)κ

}
⊂ L2(Ω)

is dense in L2(Ω). This allows to define operators and prove properties on the simpler
subspace R before extending them to L2(Ω) by density. For r ≥ 1 we similarly define

R(H⊗r) :=
{ n∑
i=1

ψiXi : n ∈ N, X1, . . . , Xn ∈ R, ψ1, . . . , ψn ∈ H⊗r
}
⊂ L2(Ω;H⊗r),

which is dense in L2(Ω;H⊗r). For a random variable X ∈ R, say X = g(G(ζ1), . . . , G(ζn)),
we define its Malliavin derivative DX ∈ L2(Ω;H) as

DX =
n∑
i=1

ζi ∂ig(G(ζ1), . . . , G(ζn)). (2.1)
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For an element X ∈ R(H⊗r) with r ≥ 1, say X =
∑n

i=1 ψiXi, the Malliavin derivative
DX ∈ L2(Ω;H⊗(r+1)) is then given by DX =

∑n
i=1 ψi ⊗ DXi. For j ≥ 1, we iteratively

define the jth-order Malliavin derivative Dj : R(H⊗r)→ L2(Ω;H⊗(r+j)) for all r ≥ 0. For
all r,m ≥ 0, we then set

〈X,Y 〉Dm,2(H⊗r) := E [〈X,Y 〉H⊗r ] +
m∑
j=1

E
[
〈DjX,DjY 〉H⊗(r+j)

]
,

we define the Malliavin-Sobolev space Dm,2(H⊗r) as the closure of R(H⊗r) for the corre-
sponding norm, and we extend the Malliavin derivatives Dj by density to these spaces.
Next, we define a divergence operator D∗ as the adjoint of the Malliavin derivative D, and
we construct the so-called Ornstein-Uhlenbeck operator

L := D∗D,

which is an essentially self-adjoint nonnegative operator. We refer e.g. to [33, p.34] for a
description of the explicit action of D∗ and L on R. In particular, it is easily checked that
L commutes with shifts. In addition, a direct computation (e.g. [33, p.35]) leads to the
commutator relation

DL = (1 + L)D. (2.2)

Based on the above definitions, we state the following proposition, which collects various
useful results for the fine analysis of functionals of the Gaussian field G. Item (i) is classical.
Item (ii) is best known in the discrete Gaussian setting [24]. Item (iii) in total variation
distance is a consequence of Stein’s method: it was first obtained in the discrete setting by
Chatterjee [7], while the present Malliavin analogue is due to [32, 34]. The corresponding
result in 2-Wasserstein distance is of a different nature and is due to [27]. A proof and
precise references are included in [12, Appendix A]. Note that since L is nonnegative the
inverse operator (1 + L)−1 is well-defined and has operator norm bounded by 1.

Proposition 2.1 ([24, 7, 32, 34, 27]).
(i) First-order Poincaré inequality: For all X ∈ L2(Ω),

Var [X] ≤ E
[
‖DX‖2H

]
.

(ii) Helffer-Sjöstrand identity: For all X,Y ∈ D1,2(Ω),

Cov [X;Y ] = E
[
〈DX, (1 + L)−1DY 〉H

]
. (2.3)

(iii) Second-order Poincaré inequality: For all X ∈ L2(Ω) with E [X] = 0 and Var [X] = 1,

W2 (X;N ) ∨ dTV (X;N ) ≤ 2 Var
[
〈DX, (1 + L)−1DX〉H

] 1
2

≤ 3E
[
‖D2X‖4op

] 1
4 E
[
‖DX‖4H

] 1
4 ,

where W2 (·;N ) and dTV (·;N ) denote the 2-Wasserstein and the total variation dis-
tances to a standard Gaussian law, respectively, and where the operator norm of D2X
is defined by

‖D2X‖op := sup
ζ,ζ′∈H

‖ζ‖H=‖ζ′‖H=1

〈D2X, ζ ⊗ ζ ′〉H⊗2 . (2.4)
♦

For later purposes, it is useful to transform the norm of H into a suitable Lebesgue norm.
This is a variant of the Hardy-Littlewood-Sobolev inequality.
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Lemma 2.2 (Hardy-Littlewood-Sobolev inequality). For all h ∈ C∞c (Rd)κ,

‖h‖H .


‖h‖L2(Rd) : β > d,

‖ log(2 + | · |)
1
2h‖L2(Rd) : β = d,

‖h‖
L

2d
2d−β (Rd)

: β < d.
♦

Proof. For β < d, the estimate is a direct consequence of the Hardy-Littlewood-Sobolev
inequality. For β > d, the inequality 2ab ≤ a2 + b2 impliesˆ

Rd

ˆ
Rd

|h(x)||h(y)|
(1 + |x− y|)β

dxdy ≤
ˆ
Rd

ˆ
Rd

|h(x)|2

(1 + |x− y|)β
dxdy ' ‖h‖2

L2(Rd)
.

We turn to the critical case β = d. Smuggling in the weight log(2 + |x|)
1
2 and using

Cauchy-Schwarz’ inequality,ˆ
Rd

ˆ
Rd

|h(x)||h(y)|
(1 + |x− y|)d

dxdy

≤ ‖ log(2 + | · |)
1
2h‖L2(Rd)

(ˆ
Rd

log(2 + |x|)−1
(ˆ

Rd

|h(y)|
(1 + |x− y|)d

dy
)2
dx

) 1
2

.

Smuggling in the weight (1 + |y|)
1
2 and using Cauchy-Schwarz’ inequality again,

ˆ
Rd

ˆ
Rd

|h(x)||h(y)|
(1 + |x− y|)d

dxdy ≤ ‖ log(2 + | · |)
1
2h‖L2(Rd)

×
( ˆ

Rd
log(2 + |x|)−1

( ˆ
Rd

(1 + |y|)|h(y)|2

(1 + |x− y|)d
dy
)(ˆ

Rd

dy

(1 + |y|)(1 + |x− y|)d
)
dx

) 1
2

.

The last integral in brackets is controlled by C log(2+|x|)
1+|x| , so that by Fubini’s theorem,

ˆ
Rd

ˆ
Rd

|h(x)||h(y)|
(1 + |x− y|)d

dxdy . ‖ log(2 + | · |)
1
2h‖L2(Rd)

×
( ˆ

Rd
(1 + |y|)|h(y)|2

(ˆ
Rd

dx

(1 + |x|)(1 + |x− y|)d
)
dy

) 1
2

.

Using again that the last integral in brackets is controlled by C log(2+|y|)
1+|y| , the conclusion

follows. �

2.2. Tools from quantitative stochastic homogenization. Next to the corrector φ,
we recall the notion of the flux corrector σ. The pair (φ, σ) is only defined up to an additive
(random) constant and we choose the standard anchoring

ffl
B(φ, σ) = 0 on the unit ball B

at the origin.

Lemma 2.3 (Correctors, e.g. [16]). Let the coefficient field a be stationary and ergodic (as
is the case if a is Gaussian with parameter β > 0). Then there exist two random tensor
fields (φi)1≤i≤d and (σijk)1≤i,j,k≤d with the following properties:
• The gradient fields ∇φi and ∇σijk are stationary2 and have finite second moments and
vanishing expectations.

2That is, shift-covariant: ∇φi(·+ z;a) = ∇φi(·;a(·+ z)) and ∇σijk(·+ z;a) = ∇σijk(·;a(·+ z)) almost
everywhere in Rd, for all shift vectors z ∈ Rd.
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• For all i the matrix field σi = (σijk)1≤j,k≤d is skew-symmetric (that is, σijk = −σikj).
• The following equations are satisfied a.s. in the distributional sense on Rd,

−∇ · a(∇φi + ei) = 0, ∇ · σi = qi, −4σijk = ∂jqik − ∂kqij , (2.5)

where qi = (qij)1≤j≤d denotes the centered flux,

qi := a(∇φi + ei)− āei, āei := E [a(∇φi + ei)] .

In addition Meyers’s higher-integrability result holds in the following form: there exists
δ ' 1 such that E

[
|(∇φ,∇σ)|2(1+δ)

]
. 1. ♦

We recall the moment bounds satisfied by correctors in the present Gaussian setting.
For the corrector gradients, the stochastic integrability (i.e. dependence on p) is optimal.

Lemma 2.4 (Corrector estimates, [2, 16, 15]). Let the coefficient field a be Gaussian with
parameter β > 0 and let µd,β be as in (1.7). Then, the extended corrector (φ, σ) satisfies
for all 1 ≤ p <∞,

E
[
[(∇φ,∇σ)]p2

] 1
p .


p

1
2 : β > d,

(p log p)
1
2 : β = d,

p
d

2β : β < d,

and for all x ∈ Rd,
E
[
[(φ, σ)]2(x)p

] 1
p .p µd,β(|x|). ♦

Finally, we state a useful annealed Calderón-Zygmund estimate for the elliptic equation
with random coefficients. This result is due to [12, Section 6] and constitutes a useful
upgrade of the quenched Calderón-Zygmund estimates of [1, 3, 16]. To obtain the weighted
estimates as stated below, it suffices to use [37, Theorem 3.4] instead of [37, Theorem 3.2]
in the proof of [12].

Proposition 2.5 (Annealed Calderón-Zygmund estimate, [12]). For h ∈ C∞c (Rd; L∞(Ω))d,
the unique Lax-Milgram solution of

−∇ · a∇z = ∇ · h
satisfies for all 1 < p, q <∞, all weights w in the Muckenhoupt class Ap, and all 0 < δ ≤ 1

2 ,

‖[∇z]2‖Lpw(Rd;Lq(Ω)) .p,q,w ‖[h]2‖Lpw(Rd;Lq+δ(Ω))

× |log δ|2|
1
q
− 1
p
|


(1
δ )

1
p∧q∧2

− 1
p∨q∨2 : β > d,

(1
δ |log δ|)

1
p∧q∧2

− 1
p∨q∨2 : β = d,

(1
δ )

d
β

( 1
p∧q∧2

− 1
p∨q∨2

)
: β < d.

In particular, in the regime |log δ|(|1p −
1
2 |+ |

1
q −

1
2 |) . 1, the constant in this estimate can

be chosen independent of δ. ♦

3. Convergence of the covariance structure

In this section, we establish the convergence of the covariance structure for the rescaled
homogenization commutator, thus proving Theorem 1(i). More precisely, we establish the
following result. Note that in the non-integrable case oscillations in the covariance structure
of G can break down the convergence. Likewise, convergence rates can be arbitrarily slow.
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Proposition 3.1. Let a = a0(G) be Gaussian with parameter β > 0. For 1 ≤ l,m ≤ κ,
define the matrix Kl by

Klij := E
[
(∇φ∗j + ej) · ∂la0(G)(∇φi + ei)

]
,

and define the measurable tensor field K lm of order 4 on Rd by

K lm
iji′j′(x) := E

[(
(∇φ∗j + ej) · ∂la0(G)(∇φi + ei)

)
(x)

(1 + L)−1
(
(∇φ∗j′ + ej′) · ∂ma0(G)(∇φi′ + ei′)

)
(0)
]
,

which satisfies ‖[K]1‖L∞(Rd) . 1.

(i) Integrable case β > d: For all F, F ′ ∈ C∞c (Rd)d×d,∣∣∣Cov
[
Iε(F ); Iε(F

′)
]
−
ˆ
Rd
F (x) : Q : F ′(x) dx

∣∣∣
.F,F ′


ε : d > 2, β ≥ d+ 1,

ε|log ε|
1
2 : d = 2, β ≥ d+ 1,

εβ−d : d < β < d+ 1,

where the effective fluctuation tensor Q is given by

Qiji′j′ :=

ˆ
Rd
K lm
iji′j′(x) clm(x) dx.

(ii) Critical case β = d: For all F, F ′ ∈ C∞c (Rd)d×d,∣∣∣∣Cov
[
Iε(F ); Iε(F

′)
]
−
( ˆ

Rd
F (x) : Kl ⊗Km : F ′(x) dx

)( 1

|log ε|

ˆ
|y|< 1

ε

clm(y) dy
)∣∣∣∣

.F,F ′ |log ε|−1.

In particular, the limit limε↓0 Cov [Iε(F ); Iε(F
′)] exists for all F, F ′ if and only if the

limit

C̄lm := lim
L↑∞

1

logL

ˆ
BL

clm(y) dy

exists for all l,m with Kl 6= 0 6= Km. In that case,

lim
ε↓0

Cov
[
Iε(F ); Iε(F

′)
]

=

ˆ
Rd
F (x) : Q : F ′(x) dx,

where the effective fluctuation tensor Q is given by

Qiji′j′ := KlijKmi′j′C̄lm.

(iii) Non-integrable case β < d: For all F, F ′ ∈ C∞c (Rd),∣∣∣∣Cov
[
Iε(F ); Iε(F

′)
]
−
ˆ
Rd

ˆ
Rd
F (x) : Kl ⊗Km : F ′(y) 1

εβ
clm
(

1
ε (x− y)

)
dxdy

∣∣∣∣
.F,F ′ εµd,β(1

ε ) +


εd−β : β > d

2 ,

ε
d
2 |log ε| : β = d

2 ,

εβ : β < d
2 .
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In particular, the limit limε↓0 Cov [Iε0(F ); Iε0(F ′)] exists for all F, F ′ if and only if the
function Lβclm(L·) converges weakly-* in L∞(Sd−1) to some function Clm as L ↑ ∞
for all l,m with Kl 6= 0 6= Km. In that case,

lim
ε↓0

Cov
[
Iε(F ); Iε(F

′)
]

=

ˆ
Rd

ˆ
Rd
F (x) :

Q( x−y
|x−y|)

|x− y|β
: F ′(y) dxdy,

where the effective fluctuation tensor field Q on Sd−1 is given by

Qiji′j′(u) := KlijKmi′j′Clm(u). ♦

Proof. By polarization, it is enough to consider the case F = F ′ = g ei ⊗ ej for all i, j and
g ∈ C∞c (Rd). We aim at analyzing the limit of the variance

νε(g) := Var

[
πd,β(1

ε )
1
2

ˆ
Rd
g(x) Ξij(

x
ε ) dx

]
= Var

[ˆ
Rd
gε Ξij

]
,

where we have set gε(x) := εdπd,β(1
ε )

1
2 g(εx). We split the proof into five steps.

Step 1. Representation formula for the Malliavin derivative of the homogenization com-
mutator,

D

ˆ
Rd
gεΞij = gε (∇φ∗j + ej) · ∂a0(G)(∇φi + ei)

+ (∇zε,j + φ∗j∇gε) · ∂a0(G)(∇φi + ei), (3.1)

where the auxiliary field zε,j is the unique Lax-Milgram solution in Rd of

−∇ · a∗∇zε,j = ∇ ·
(
(a∗φ∗j − σ∗j )∇gε

)
. (3.2)

Indeed, by definition of the homogenization commutator,

DΞij = ej ·Da (∇φi + ei) + ej · (a− ā)∇Dφi.

Using the definition of the flux corrector σ∗j in the form (a∗ − ā∗)ej = −a∗∇φ∗j +∇ · σ∗j
and using the skew-symmetry of σ∗j , we find

DΞij = ej ·Da (∇φi + ei) + (∇ · σ∗j ) · ∇Dφi −∇φ∗j · a∇Dφi
= ej ·Da (∇φi + ei)−∇ ·

(
(aφ∗j + σ∗j )∇Dφi

)
+ φ∗j∇ · a∇Dφi.

Using the corrector equation (2.5) for φi in the form

−∇ · a∇Dφi = ∇ ·Da(∇φi + ei), (3.3)

we deduce

DΞij = (∇φ∗j + ej) ·Da(∇φi + ei)−∇ ·
(
(aφ∗j + σ∗j )∇Dφi

)
−∇ ·

(
φ∗jDa(∇φi + ei)

)
.

Integrating with the test function gε yields

D

ˆ
Rd
gεΞij =

ˆ
Rd
gε (∇φ∗j + ej) ·Da(∇φi + ei) +

ˆ
Rd
∇gε · (aφ∗j + σ∗j )∇Dφi

+

ˆ
Rd
φ∗j∇gε ·Da(∇φi + ei).
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Using the equation for zε,j , the skew-symmetry of σ∗j , and the corrector equation for φi in
the form (3.3), we may reformulate the second right-hand side term as

ˆ
Rd
∇gε · (aφ∗j + σ∗j )∇Dφi = −

ˆ
Rd
∇zε,j · a∇Dφi =

ˆ
Rd
∇zε,j ·Da(∇φi + ei).

Further noting that

Dza = ∂a0(G(z)) δ(· − z), (3.4)

the claim (3.1) follows (since a0 is Lipschitz).

Step 2. Application of the Helffer-Sjöstrand identity.
By Proposition 2.1(ii), we may represent the variance νε(g) as

νε(g) = E
[〈
D
(ˆ

Rd
gεΞij

)
, (1 + L)−1D

(ˆ
Rd
gεΞij

)〉
H

]
.

By (3.1), the boundedness of (1 + L)−1 on L2(Ω;H), and the stationarity of (∇φ∗j + ej) ·
∂la0(G)(∇φi + ei), recalling that L commutes with shifts, this leads to

|νε(g)− Uε| ≤ 2(SεTε)
1
2 + Tε, (3.5)

in terms of

Uε :=

ˆ
Rd

ˆ
Rd
gε(x)gε(y)K lm

ijij(x− y) clm(x− y) dxdy, (3.6)

Sε := E
[∥∥gε(∇φ∗j + ej) · ∂a0(G)(∇φi + ei)

∥∥2

H

]
, (3.7)

Tε := E
[∥∥(∇zε,j + φ∗j∇gε) · ∂a0(G)(∇φi + ei)

∥∥2

H

]
, (3.8)

where K is the tensor field defined in the statement of the proposition and where we recall
that zε,j is defined in (3.2).

Step 3. Properties of K: we show that

‖[K]1‖L∞ . 1, (3.9)

|(K lm
ijij)1(x)−KlijKmij | . (1 + |x|)−β ×

{
1 : β < d,
log2(2 + |x|) : β = d,

(3.10)

where for a measurable function G on Rd we use the following short-hand notation for the
local average,

(G)1(x) :=

 
B

 
B
G(x+ y + y′) dydy′.

We start with (3.9): by stationarity, the boundedness of (1 + L)−1 on L2(Ω), and the
corrector estimates of Lemma 2.4, recalling that L commutes with shifts and that a0 is
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Lipschitz, we find

[K lm
ijij ]1(x) .

 
B2

 
B2

|K lm
ijij(x+ y + y′)|dydy′

≤ E
[( 

B2(x)

∣∣(∇φ∗j + ej) · ∂la0(G)(∇φi + ei)
∣∣)

×
( 

B2

∣∣(1 + L)−1
(
(∇φ∗j + ej) · ∂ma0(G)(∇φi + ei)

)∣∣)]
. E

[
[∇φ∗ + Id]42

] 1
2 E
[
[∇φ+ Id]42

] 1
2 . 1.

We turn to (3.10). Since the Gaussian field G is strongly mixing (as the covariance function
decays at infinity), and since the identity L1 = 0 and the essential self-adjointness of L
ensure E

[
(1 + L)−1u

]
= E [u] for all u ∈ L2(Ω), it directly follows from the stationarity of

(∇φ∗j + ej) · ∂la0(G)(∇φi + ei) that

lim
|x|↑∞

(K lm
ijij)1(x)

= E
[
(∇φ∗j + ej) · ∂la0(G)(∇φi + ei)

]
E
[
(1 + L)−1

(
(∇φ∗j + ej) · ∂ma0(G)(∇φi + ei)

)]
= E

[
(∇φ∗j + ej) · ∂la0(G)(∇φi + ei)

]
E
[
(∇φ∗j + ej) · ∂ma0(G)(∇φi + ei)

]
= KlijKmij ,

and it remains to establish a convergence rate. Starting from

(K lm
ijij)1(x)−KlijKmij = Cov

[(  
B(x)

(∇φ∗j + ej) · ∂la0(G)(∇φi + ei)
)

;

(1 + L)−1
( 

B
(∇φ∗j + ej) · ∂ma0(G)(∇φi + ei)

)]
,

the Helffer-Sjöstrand identity of Proposition 2.1(ii) together with the commutation rela-
tion (2.2) leads to

(K lm
ijij)1(x)−KlijKmij = E

[〈
D
( 

B(x)
(∇φ∗j + ej) · ∂la0(G)(∇φi + ei)

)
,

(1 + L)−1(2 + L)−1D
(  

B
(∇φ∗j + ej) · ∂ma0(G)(∇φi + ei)

)〉
H

]
. (3.11)

(Note indeed that (2.2) yields (1+L)−1D = (2+L)−1D.) SinceDz∂a0(G) = ∂2a0(G(z)) δ(·−
z), the Malliavin derivative of the factors is evaluated as follows,

Dz

(  
B(x)

(∇φ∗j + ej) · ∂a0(G)(∇φi + ei)
)

= |B|−11z∈B(x)

(
(∇φ∗j + ej) · ∂2a0(G)(∇φi + ei)

)
(z)

+

 
B(x)

(∇φ∗j + ej) · ∂a0(G)∇Dzφi +

 
B(x)
∇Dzφ

∗
j · ∂a0(G)(∇φi + ei).
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Convolving with c0 and recalling the corrector equation for φi in the form (3.3) together
with (3.4),
ˆ
Rd
c0(z − z′)Dz′

( 
B(x)

(∇φ∗j + ej) · ∂a0(G)(∇φi + ei)
)
dz′

=

 
B(x)

c0(z − ·) (∇φ∗j + ej) · ∂2a0(G)(∇φi + ei)

+

 
B(x)

(∇φ∗j + ej) · ∂a0(G)∇Φz,i +

 
B(x)
∇Φ∗z,j · ∂a0(G)(∇φi + ei),

where Φz,i and Φ∗z,j denote the unique Lax-Milgram solutions of

−∇ · a∇Φz,i = ∇ ·
(
c0(z − ·)∂a0(G)(∇φi + ei)

)
, (3.12)

−∇ · a∗∇Φ∗z,j = ∇ ·
(
c0(z − ·)∂a∗0(G)(∇φ∗j + ej)

)
.

Inserting this representation formula into the right-hand side of (3.11), noting that the
operator (1 + L)−1(2 + L)−1 is bounded in L2(Ω), and using the corrector estimates of
Lemma 2.4, we find

|(K lm
ijij)1(x)−KlijKmij | .

ˆ
Rd

(
|c0(z − x)|+ E

[
[∇Φz]

4
2(x) + [∇Φ∗z]

4
2(x)

] 1
4

)
×
(
|c0(z)|+ E

[
[∇Φz]

4
2(0) + [∇Φ∗z]

4
2(0)

] 1
4

)
dz. (3.13)

We expand the product appearing in the right-hand side and only treat one of the terms,
showing that

Jβ(x) :=

ˆ
Rd

E
[
[∇Φz]

4
2(x)

] 1
4 E
[
[∇Φz]

4
2(0)

] 1
4 dz

. (1 + |x|)−β ×
{

1 : β < d,
log2(2 + |x|) : β = d,

(3.14)

while the other terms are similar. Noting that Φz,i(·;a) = Φ0,i(· − z;a(·+ z)), we find

Jβ(x) =

ˆ
Rd

E
[
[∇Φ0]42(x+ z)

] 1
4 E
[
[∇Φ0]42(z)

] 1
4 dz.

We start with the case β < d. Smuggling in the weight (1 + |z|)
β+d

4 (1 + |x+ z|)−
β+d

4 and
applying Cauchy-Schwarz’ inequality,

Jβ(x) .
ˆ
Rd

(
1 + |z − x| ∧ |z + x|

)−β+d
2 (1 + |z|)

β+d
2 E

[
[∇Φ0]42(z)

] 1
2 dz.

Since the weight z 7→ (1 + |z − x| ∧ |z + x|)−
β+d

2 (1 + |z|)
β+d

2 belongs to the Muckenhoupt
class A2, applying the weighted annealed Calderón-Zygmund estimate of Proposition 2.5
to equation (3.12), and using the corrector estimates of Lemma 2.4, we find for β < d,

Jβ(x) .
ˆ
Rd

(
1 + |z − x| ∧ |z + x|

)−β+d
2 (1 + |z|)

β+d
2 c0(z)2dz . (1 + |x|)−β,

that is, (3.14).
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Finally, we turn to the proof of (3.14) in the critical case β = d. In order to obtain the
optimal power of the logarithm, we rather use the Green’s representation formula for ∇Φ0

and appeal to annealed bounds on the Green’s function [29, 14, 3, 16, 6] in the form

E [[∇x∇yG]p2(x, y)]
1
p .p (1 + |y − x|)−d,

for 1 ≤ p < ∞. Together with the corrector estimates of Lemma 2.4 and with the decay
assumption (1.4), this leads to

E
[
[∇Φ0]42(x)

] 1
4 .

ˆ
Rd

(1 + |x− y|)−d|c0(y)| dy . log
1
2 (2 + |x|)

(1 + |x|)d
,

hence,

Jd(x) .
ˆ
Rd

log
1
2 (2 + |x+ z|)

(1 + |x+ z|)d
log

1
2 (2 + |z|)

(1 + |z|)d
dz .

log2(2 + |x|)
(1 + |x|)d

,

that is, (3.14).

Step 4. Limit of Uε (cf. (3.6)).
We start with the integrable case β > d. By definition of πd,β , a change of variables yields

Uε = εd
ˆ
Rd

ˆ
Rd
g(εx)g(εy)K lm

ijij(x− y)clm(x− y) dxdy

=

ˆ
Rd

ˆ
Rd
g(x+ εy)g(x)K lm

ijij(y)clm(y) dxdy.

Since [K]1 is bounded (cf. (3.9)) and
´
Rd [c]∞ . 1, we deduce by dominated convergence,

lim
ε↓0

Uε = ‖g‖2
L2(Rd)

ˆ
Rd
K lm
ijij(y)clm(y) dy.

More precisely, splitting ‖g‖2
L2(Rd)

= 1
2

´
Rd(|g(x)|2 + |g(x+ εy)|2) dx, we find∣∣∣∣Uε − ‖g‖2L2

ˆ
Rd
K lm
ijij(y)clm(y) dy

∣∣∣∣
≤ 1

2

ˆ
Rd

ˆ
Rd
|g(x+ εy)− g(x)|2|K(y)||c(y)| dxdy

≤ 1

2

ˆ
Rd

( ˆ
Rd

(
sup

y′∈B(y)
|g(x+ εy′)− g(x)|2

)
dx

)
[K]1(y)[c]∞(y) dy

. ‖g‖2H1(Rd)

ˆ
Rd

(1 ∧ |εy|)2[c]∞(y) dy

.g ε2∧(β−d)
(
1 + |log ε|1β=d+2

)
.

We turn to the non-integrable case β < d. By definition of πd,β , we find after rescaling,

Uε = ε−β
ˆ
Rd

ˆ
Rd
g(x)g(y)K lm

ijij

(
1
ε (x− y)

)
clm
(

1
ε (x− y)

)
dxdy

=

ˆ
Rd

ˆ
Rd

g(x)g(y)

|x− y|β
K lm
ijij

(
1
ε (x− y)

) (
1
ε |x− y|

)β
clm
(

1
ε (x− y)

)
dxdy.

Before applying (3.10), we take local averages and define

Ũε :=

ˆ
Rd

ˆ
Rd

g(x)g(y)

|x− y|β
(K lm

ijij)1

(
1
ε (x− y)

) (
1
ε |x− y|

)β
clm
(

1
ε (x− y)

)
dxdy,
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and we estimate the error

|Ũε − Uε| .
ˆ
Rd

ˆ
Rd
ε1−β [g]∞(x)[∇g]∞(y) [c]∞

(
1
ε (x− y)

)
dxdy

+

ˆ
Rd

ˆ
Rd
ε−β[g]∞(x)[g]∞(y) [∇c]∞

(
1
ε (x− y)

)
dxdy

.g ε,

using the additional decay assumption [∇c]∞(x) . (1+|x|)−β−1. Next, we appeal to (3.10)
in the form∣∣∣∣Uε −KlijKmij ˆ

Rd

ˆ
Rd

g(x)g(y)

|x− y|β
(

1
ε |x− y|

)β
clm
(

1
ε (x− y)

)
dxdy

∣∣∣∣
. |Ũε − Uε|+

∣∣∣∣Ũε −KlijKmij ˆ
Rd

ˆ
Rd

g(x)g(y)

|x− y|β
(

1
ε |x− y|

)β
clm
(

1
ε (x− y)

)
dxdy

∣∣∣∣
.g ε+

ˆ
Rd

ˆ
Rd

|g(x)||g(y)|
(ε+ |x− y|)β

∣∣c(1
ε (x− y)

)∣∣ dxdy
.g ε+ εβ

ˆ
Rd

ˆ
Rd

|g(x)||g(y)|
(ε+ |x− y|)2β

dxdy

.g ε+ εβ∧(d−β)
(
1 + |log ε|1β= d

2

)
.

It remains to analyze the critical case β = d. By definition of πd,β , a change of variables
yields

Uε =
εd

|log ε|

ˆ
Rd

ˆ
Rd
g(εx)g(εy)K lm

ijij(x− y) clm(x− y) dxdy

=
1

|log ε|

ˆ
Rd

ˆ
Rd
g(x+ εy)g(x)K lm

ijij(y)clm(y) dxdy.

Using the boundedness of [K]1 (cf. (3.9)) and the decay |c(y)| . (1 + |y|)−d, we find
for p < 2,∣∣∣∣Uε − 1

|log ε|

ˆ
Rd

ˆ
|y|< 1

ε

g(x+ εy)g(x)K lm
ijij(y)clm(y) dxdy

∣∣∣∣
.

1

|log ε|

ˆ
Rd

ˆ
|y|>1

[g]∞(x+ y)[g]∞(x)

|y|d
dxdy .p

‖[g]∞‖2Lp(Rd)

|log ε|
,

hence, ∣∣∣∣Uε − ‖g‖2L2

|log ε|

ˆ
|y|< 1

ε

K lm
ijij(y)clm(y) dy

∣∣∣∣
.p

‖[g]∞‖2Lp(Rd)

|log ε|
+

1

|log ε|

ˆ
Rd

ˆ
|y|< 1

ε

supy′∈B(y) |g(x+ εy′)− g(x)|2

(1 + |y|)d
dxdy

.p,g
1

|log ε|
.
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Next, using (3.10) as above, we conclude∣∣∣∣Uε − ‖g‖2L2KlijKmij
|log ε|

ˆ
|y|< 1

ε

clm(y) dy

∣∣∣∣ .p,g 1

|log ε|
.

Step 4. Error estimates (cf. (3.7) and (3.8)):

Sε .g 1 and Tε .g ε
2µd,β(1

ε )2.

We start with Sε, and recall that

Sε := E
[∥∥gε(∇φ∗j + ej) · ∂a0(G)(∇φi + ei)

∥∥2

H

]
.

By definition of the norm in H, smuggling in local averages, we find∥∥gε(∇φ∗j + ej) · ∂a0(G)(∇φi + ei)
∥∥2

H
.

¨
Rd×Rd

(
[gε]∞[∇φ∗ + Id]2[∇φ+ Id]2

)
(x)

×
(
[gε]∞[∇φ∗ + Id]2[∇φ+ Id]2

)
(y) [c]∞(x− y) dxdy,

hence, by Lemma 2.2 and the corrector estimates of Lemma 2.4,

Sε .


‖[gε]∞‖

L
2d

2d−β (Rd)
: β < d,

‖ log(2 + | · |)
1
2 [gε]∞‖L2(Rd) : β = d,

‖[gε]∞‖L2(Rd) : β > d,

and the claim Sε .g 1 follows from the definition of πd,β . We turn to Tε, and recall that

Tε := E
[∥∥(∇zε,j + φ∗j∇gε) · ∂a0(G)(∇φi + ei)

∥∥2

H

]
.

In the integrable case β > d, Lemma 2.2 and the corrector estimates of Lemma 2.4 similarly
lead to

Tε . E
[∥∥[∇zε + φ∗∇gε]2[∇φ+ Id]2

∥∥2

L2(Rd)

]
. ‖[∇zε]2‖2L2(Rd;L4(Ω))

+ ‖µd,β[∇gε]∞‖2L2(Rd)
,

while the annealed Calderón-Zygmund estimate of Proposition 2.5 applied to equation (3.2)
and combined with the corrector estimates of Lemma 2.4 then implies

Tε . ‖µd,β[∇gε]∞‖2L2(Rd)
. ε2µd,β(1

ε )2‖µd,β[∇g]∞‖2L2(Rd)
.

In the non-integrable case β < d, Lemma 2.2 and the corrector estimates of Lemma 2.4
rather lead to

Tε . E
[∥∥[∇zε + φ∗∇gε]2[∇φ+ Id]2

∥∥2

L
2d

2d−β (Rd)

]
. ‖[∇zε]2‖2

L
2d

2d−β (Rd;L4(Ω))
+ ‖µd,β[∇gε]∞‖2

L
2d

2d−β (Rd)
,

and we deduce as above

Tε . ‖µd,β[∇gε]∞‖2
L

2d
2d−β (Rd)

. ε2µd,β(1
ε )2‖µ∗[∇g]∞‖2

L
2d

2d−β (Rd)
.

In the critical case β = d, the L
2d

2d−β norm is replaced by an L2 norm with logarith-
mic weight; the proof is then similar, appealing to the weighted version of the annealed
Calderón-Zygmund estimate of Proposition 2.5. �



18 M. DUERINCKX, J. FISCHER, AND A. GLORIA

4. (Non-)Degeneracy of the limiting covariance

In this section, we investigate the possible degeneracy of the limiting covariance struc-
ture. We only treat the symmetric setting, and we separately consider the integrable and
non-integrable cases. The non-symmetric setting is open. We denote by M the set of
matrices b ∈ Rd×d such that the boundedness and ellipticity properties (1.1) are satisfied,
that is, |bξ| ≤ |ξ| and ξ · bξ ≥ λ|ξ|2 for all ξ ∈ Rd, and we denote byMsym the subset of
symmetric matrices inM.

We start with the statements of the results: sufficient conditions for non-degeneracy
and genericity of the non-degeneracy, both for the case of integrable and non-integrable
covariance. Proofs are postponed to the following subsections.

In the integrable case β > d, recall that the effective fluctuation tensor Q is defined in
Proposition 3.1(i).

Lemma 4.1. Let G be an Rκ-valued Gaussian random field with an integrable covariance
function c that is of class C2+η in a neighborhood of the origin for some η > 0, and assume

(H1) Non-degeneracy of the covariance structure:
If a stationary and centered random field ψ ∈ L2(Ω)κ satisfiesˆ

Rd
E
[
ψl(x)(1 + L)−1ψm(0)

]
clm(x) dx = 0,

then ψ ≡ 0.
Let a = a0(G) with a0 ∈ C1

b (Rκ;Msym). If there exist y, α ∈ Rκ such that the symmetric
matrix αl∂la0(y) is definite, then Qiiii 6= 0 for all 1 ≤ i ≤ d. ♦

Note that Property (H1) trivially holds true if the Fourier transform ĉ is pointwise positive,
which is in particular compatible with the choice (1.3), and indeed provides many examples.
Here comes the short argument. Setting Ψ := (1 +L)−1/2ψ and cΨ(x) := E [Ψ(x)⊗Ψ(0)],
the condition takes the form

´
Rd ĉΨ : ĉ = 0 in Fourier space. Note that stationarity of Ψ

implies, for all g ∈ C∞c (Rd)κ,ˆ
Rd×Rd

gl(x)gm(y) (cΨ)lm(x− y) dxdy = E
[∣∣∣ ˆ

Rd
glΨl

∣∣∣2] ≥ 0,

hence Bochner’s theorem ensures that the Fourier transform ĉΨ is a nonnegative measure.
If ĉ > 0 holds pointwise, the condition

´
Rd ĉΨ : ĉ = 0 thus implies ĉΨ = 0, hence ψ = 0,

as claimed. There is another trivial case when the property is satisfied. As a consequence
of an iterated use of the Helffer-Sjöstrand identity of Proposition 2.1(ii), it is also easily
checked that Property (H1) holds true when restricted to random fields of the form ψ(x) =
ψ0(G(x)) for a smooth function ψ0; the corrector is of that special form in dimension d = 1.
We believe Property (H1) might hold generically — this constitutes an open question.

The above condition for non-degeneracy is rather weak and turns out to entail the generic
non-degeneracy of the fluctuation tensor Q. More precisely, given a Gaussian field G with
integrable covariance, there is a dense open set of transformations of the form a = a0(G)
that lead to a non-degenerate fluctuation tensor.

Lemma 4.2. Let G be an Rκ-valued Gaussian random field with integrable covariance
function, and let s ≥ 0. For all a0 ∈ C∞b (Rκ;Msym) there exists a sequence (an0 )n ⊂
C∞b (Rκ;Msym) such that an := an0 (G) → a0(G) =: a and ∂ran0 (G) → ∂ra0(G) in Lp(Ω)
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for all r ∈ N and p <∞, and such that for all n the fluctuation tensor Qn associated with
the coefficient field an is non-degenerate in the sense of Qniiii 6= 0 for all 1 ≤ i ≤ d. For
s ≥ 1, the convergence properties ensure ān → ā and Qn → Q. ♦

In the non-integrable case β < d, by Proposition 3.1(iii), the fluctuation tensor field
takes the form Qijij(u) := KlijKmijClm(u). If for all u the matrix C(u) is positive definite
(as would indeed follow from (1.3)), the non-degeneracy of the fluctuation tensor field is
equivalent to the non-vanishing of the tensor K, for which the following trivial lemma
establishes a sufficient condition.

Lemma 4.3. Let G be an Rκ-valued Gaussian random field and let a = a0(G) with a0 ∈
C1
b (Rκ;Msym). Given 1 ≤ l ≤ κ, if the symmetric matrix ∂la0(y) is definite for all y ∈ Rκ,

then Klii 6= 0 for all 1 ≤ i ≤ d. ♦

Although the above sufficient condition is much more stringent than in the integrable
case, it still implies that non-degeneracy is a generic property.

Lemma 4.4. Let G be an Rκ-valued Gaussian random field, and let s ≥ 1. For all a0 ∈
Csb (Rκ;Msym) there exists a sequence (an0 )n ⊂ Csb (Rκ;Msym) such that an := an0 (G) →
a0(G) =: a and ∂ran0 (G)→ ∂ra0(G) in L∞(Ω) for all 0 ≤ r ≤ s, and such that the tensor
Kn associated with an is non-degenerate in the sense of (Kn)lii 6= 0 for all 1 ≤ i ≤ d and
1 ≤ l ≤ κ. The convergence properties ensure in particular ān → ā and Kn → K. ♦

4.1. Integrable case. We start with the proof of the sufficient condition for non-degeneracy
given by Lemma 4.1.

Proof of Lemma 4.1. In the integrable case with a symmetric, according to Proposition 3.1(i),
the fluctuation tensor is defined by

Qiji′j′ =

ˆ
Rd

E
[(

(∇φj + ej) · ∂la0(G)(∇φi + ei)
)
(x)

(1 + L)−1
(
(∇φj′ + ej′) · ∂ma0(G)(∇φi′ + ei′)

)
(0)
]
clm(x) dx. (4.1)

By Property (H1), we see that the condition Qiiii = 0 holds for some i if and only if
(∇φi+ei)·∂la0(G)(∇φi+ei) ≡ 0 for all l. Since a0 is of class C1, there exists by assumption
an open neighborhood U ⊂ Rκ of y such that αl∂la0 is definite on U . In particular, the
condition (∇φi + ei) · αl∂la0(G)(∇φi + ei) ≡ 0 implies ∇φi + ei ≡ 0 conditioned on the
event that G ∈ U . Since the covariance function c is continuous at the origin, we find
P [∀x ∈ B : G(x) ∈ U ] > 0, where B denotes the unit ball of Rd at the origin. Hence, if
Qiiii = 0 holds for some i, we deduce P [∀x ∈ B : ∇φi(x) + ei = 0] > 0. As the covariance
function c is assumed to be of class C2+η at the origin for some η > 0, it follows e.g. from
Dudley’s metric entropy bounds [9] that G (hence a) is almost surely locally Lipschitz
continuous. We may then apply analytic continuation for a-harmonic functions (cf. [13]),
which upgrades the above into P [∇φi + ei ≡ 0] > 0. By ergodicity, this implies∇φi+ei ≡ 0
almost surely, which leads to 0 = E [∇φi + ei] = ei, a contradiction. �

In particular, in the case when the coefficient field a is diagonal, we deduce the following
simplified sufficient condition, which extends the non-degeneracy observation of [31, 18] to
the continuum setting.
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Corollary 4.5. Let a be a diagonal coefficient field of the form aii = a0,i(Gi) for some
a0,i ∈ C∞b (R; [λ, 1]) and some R-valued Gaussian random fields Gi with integrable covari-
ance function. If the Gaussian field G = (Gi)

d
i=1 is non-degenerate and if for all i the

function a0,i is not uniformly constant, then Qiiii 6= 0 for all 1 ≤ i ≤ d. ♦

Next, we deduce that the non-degeneracy of the fluctuation tensor Q is a generic prop-
erty, as stated in Lemma 4.2.

Proof of Lemma 4.2. Let χ ∈ C∞(R) be nonnegative and compactly supported in (−1
2 ,

1
2)

with χ′(0) = 1. For all n ≥ 1, define an0 (G) := a0(G) + 2 Idχ(G1 − n) sup |∂a0|. Since G1

is Gaussian, we find ∂ran0 (G)→ ∂ra0(G) in Lp(Ω) for all r ∈ N and p <∞. Denote by φn
the corrector associated with an. Considering the corrector equation (2.5) in the form

−∇ · a∇(φn − φ) = ∇ · (an − a)(∇φn + Id), (4.2)

we deduce from the annealed Calderón-Zygmund estimate of Proposition 2.5 that [∇φn −
∇φ]2 → 0 in Lp(Ω) for all p < ∞, which easily entails ān → ā and Qn → Q. It remains
to notice that ∂1a

n
0 (ne1) is symmetric positive definite, so that Qn is non-degenerate by

Lemma 4.1. �

4.2. Non-integrable case. We first check the sufficient condition for non-degeneracy
given by Lemma 4.3.

Proof of Lemma 4.3. By continuity of ∂a0, the assumption ensures that ∂la0(y) is either
positive definite for all y ∈ Rκ, or negative definite. The conclusion then follows from the
formula

Klii = E [(∇φi + ei) · (∂la0)(G)(∇φi + ei)] . �

This sufficient condition is particularly stringent compared to Lemma 4.1 since it requires
definiteness at all points rather than at one single point. This result is complemented with
examples of non-degenerate and degenerate fluctuation tensors. Note that the degenerate
example (ii) below is in sharp contrast with Corollary 4.5, which indeed states that if G
had integrable covariance then even in the situation of (ii) the corresponding fluctuation
tensor would be non-degenerate for all z.

Lemma 4.6. Let G be an R-valued Gaussian random field (κ = 1) and let a = a0(G) Id
with a0 ∈ C1

b (R; [λ, 1]).

(i) If |a′0| > 0 on R, then K1
ii 6= 0 for all 1 ≤ i ≤ d.

(ii) If sup a0 = 1 and if a0(y) → λ as |y| ↑ ∞, then there exists z0 ∈ R such that
the fluctuation tensor Kz0 of the shifted coefficient field az0 := a0(G + z0) satisfies
(Kz0)1

ii = 0 for all 1 ≤ i ≤ d. ♦

Proof. Item (i) is a direct consequence of Lemma 4.3. We turn to (ii), for which we
start with a reformulation of K1

ii. For z ∈ R, we consider the Gaussian field G + z, the
corresponding coefficient field az := a0(G + z) Id, we denote by φz the solution of the
associated corrector equation (cf. (2.5)),

−∇ · az(∇φzi + ei) = 0,
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and we denote by āz the homogenized coefficient associated with az. We may then compute

∇z(āz)ii|z=0 = ∇z
(
E [(∇φzi + ei) · az(∇φzi + ei)]

)∣∣
z=0

= E
[
(∇φi + ei) · a′0(G)(∇φi + ei)

]
+ E [∇(∇zφzi |z=0) · a(∇φi + ei)]

+ E
[
(∇φi + ei) · a∇(∇zφzj |z=0)

]
.

The first right-hand side term coincides with K1
ii while the last two terms vanish due to

the corrector equation (2.5), so that the above takes the form

K1
ii = ∇z(āz)ii|z=0.

Note that these quantities do not depend on i since a (hence āz) is a multiple of the
identity. On the one hand, since by assumption a0(G + z) → λ almost surely as |z| ↑ ∞,
we deduce (āz)ii → λ as |z| ↑ ∞. On the other hand, the standard harmonic lower bound
for homogenized coefficients yields (āz)ii > λ for all z ∈ R. By continuity in z, there exists
z0 ∈ R such that (āz0)ii is maximal. Since the map z 7→ (āz)ii is obviously of class C1, we
deduce ∇z(āz)ii|z=z0 = 0, that is, (Kz0)1

ii = 0. �

Next, we prove that the non-vanishing of the tensor K is a generic property, as stated
in Lemma 4.4.

Proof of Lemma 4.4. Using estimates on differences of correctors as in the proof of Lem-
ma 4.2, if Klii 6= 0 and if approximations an := an0 (G) satisfy ∂ran0 (G)→ ∂ra0(G) in Lp(Ω)
for all 0 ≤ r ≤ 1 and p <∞, then the tensors Kn associated with an also satisfy (Kn)lii 6= 0
for all n large enough. Therefore, it suffices to prove the result for i = 1 and l = 1, while
the result for all 1 ≤ i ≤ d and 1 ≤ l ≤ κ follows by successive applications. If a0 is such
that K1

11 6= 0, there is nothing to prove. Let a0 ∈ Cs(Rκ;Msym) be fixed with K1
11 = 0.

Let b ∈ C∞b (R) be chosen with the following properties,

• b(y) = e−|y| for |y| > 1
2 ;

• b is increasing on (−∞, 0) and decreasing on (0,∞);
• b(y) ≤ e−|y| and |b′(y)| ≤ e−|y| for all y;
•
(
d
dy

)s
b|y=0 = 0 for all s ≥ 1.

Next, for all η > 0, we define the following asymmetric rescaling of b,

bη(y) :=

{
ηb( 1

ηy) : y < 0,

η2b( 1
η2 y) : y ≥ 0,

and we note that bη ∈ C∞b (R). For η > 0, z ∈ R, and n ≥ 1, we then consider the following
perturbations of a = a0(G),

aη,z,n := a + 1
n b

η(G1 − z) Id,

as well as the associated correctors φη,z,n and tensors Kη,z,n. Expanding the perturbation
and using energy estimates for differences of correctors (4.2), we find

(Kη,z,n)1
11 = K1

11 + 2E [(∇φ1 + e1) · ∂la0(G)∇(φη,z,n1 − φ1)]

+ 1
n E
[
|∇φ1 + e1|2(bη)′(G1 − z)

]
+Oα,η,z(

1
n2 ).
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Recalling the assumption that K1
11 = 0, and using again energy estimates for differences of

correctors (4.2) in the form∣∣E [(∇φ1 + e1) · ∂la0(G)∇(φη,z,n1 − φ1)]
∣∣ . E

[
|∇(φη,z,n1 − φ1)|2

] 1
2

. 1
nE
[
|∇φ1 + e1|2|bη(G1 − z)|2

] 1
2 ,

we deduce

(Kη,z,n)1
11 ≥ 1

n E
[
|∇φ1 + e1|2 (bη)′(G1 − z)

]
− C

n E
[
|∇φ1 + e1|2|bη(G1 − z)|2

] 1
2 − Cα,η,z 1

n2 . (4.3)

We now argue that we can choose 0 < η ≤ 1 and z ∈ R such that (Kη,z,n)1
11 is nonzero for

all n large enough. The construction of the suitable choice of η, z is split into four steps:

• Since E
[
|∇φ1 + e1|2

]
' 1, it is easily seen by conditioning and by continuity in z that

there exist z0 ∈ R and 0 < η0 � 1 such that

γ := inf
z:|z−z0|<η0

E
[
|∇φ1(0) + e1|2

∥∥ G1(0) = z
]
> 0, (4.4)

Γ := sup
z:|z−z0|<η0

E
[
|∇φ1(0) + e1|2

∥∥ G1(0) = z
]
< ∞.

• We show that there exists δ ' 1 such that

lim
η↓0

E
[
|∇φ1 + e1|2|bη(G1 − z0)|2

] 1
2

ηδ E
[
|∇φ1 + e1|2|(bη)′(G1 − z0)

∣∣] = 0,

hence, for η > 0 small enough,

E
[
|∇φ1 + e1|2|bη(G1 − z0)|2

] 1
2 ≤ ηδ E

[
|∇φ1 + e1|2|(bη)′(G1 − z0)|

]
. (4.5)

By definition of bη, using the Meyers integrability of the correctors (cf. Lemma 2.3), the
numerator is estimated as follows: there exists δ ' 1 such that, for all 0 < η ≤ 1,

E
[
|∇φ1 + e1|2|bη(G1 − z0)|2

] 1
2 ≤ η E

[
|∇φ1 + e1|2e−

2
η
|G1−z0|

] 1
2

≤ η E
[
|∇φ1 + e1|

2
1−4δ

] 1−4δ
2 E

[
e
− 1

2ηδ
|G1−z0|

]2δ
.α,z0 η1+2δ,

while for the denominator we deduce from (4.4), for all 0 < η < η0,

E
[
|∇φ1 + e1|2|(bη)′(G1 − z0)|

]
≥ E

[
|∇φ1 + e1|2|(bη)′(G1 − z0)|

∥∥ 1
2η < z0 −G1 < η

]
P
[

1
2η < z0 −G1 < η

]
≥ e−1E

[
|∇φ1 + e1|2

∥∥ 1
2η < z0 −G1 < η

]
P
[

1
2η < z0 −G1 < η

]
&z0 γη,

and the claim follows.
• We show that

lim sup
η↓0

E
[
|∇φ1 + e1|2|(bη)′(G1 − z0)|

]
E [|∇φ1 + e1|2 (bη)′(G1 − z0)]

.z0,γ,Γ 1,

hence, for η > 0 small enough,

E
[
|∇φ1 + e1|2|(bη)′(G1 − z0)|

]
.z0,γ,Γ E

[
|∇φ1 + e1|2 (bη)′(G1 − z0)

]
. (4.6)
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Denoting by ρ the (Gaussian) law of G1(0), we compute

E
[
|∇φ1 + e1|2|(bη)′(G1 − z0)|1G1≥z0

]
≤ E

[
|∇φ1 + e1|2e

− 1
η2 |G1−z0|

]
≤

ˆ
|z−z0|≤η0

E
[
|∇φ1 + e1|2

∥∥ G1 = z
]
e
− 1
η2 |z−z0|dρ(z) + Ce

−η0
1
η2 ,

hence, appealing to (4.4),

E
[
|∇φ1 + e1|2|(bη)′(G1 − z0)|1G1≥z0

]
.z0 η2Γ + e

−η0
1
η2 ,

and similarly,

E
[
|∇φ1 + e1|2 (bη)′(G1 − z0)1G1≤z0

]
.z0 ηΓ + e

−η0
1
η .

Conversely, for 0 < η < η0, we deduce from (4.4),

E
[
|∇φ1 + e1|2 (bη)′(G1 − z0)1G1≤z0

]
≥ E

[
|∇φ1 + e1|2 (bη)′(G1 − z0)

∥∥ 1
2η ≤ z0 −G1 ≤ η

]
P
[

1
2η ≤ z0 −G1 ≤ η

]
≥ e−1E

[
|∇φ1 + e1|2

∥∥ 1
2η ≤ z0 −G1 ≤ η

]
P
[

1
2η ≤ z0 −G1 ≤ η

]
&z0 γη.

Combining these estimates in the form

E
[
|∇φ1 + e1|2|(bη)′(G1 − z0)|

]
.z0 ηΓ + e

−η0
1
η ,

and
E
[
|∇φ1 + e1|2(bη)′(G1 − z0)

]
≥ η( γ

Cz0
− Cz0ηΓ)− Ce−η0

1
η2 ,

the claim follows.
• The combination of the above observations shows that for η > 0 small enough there
holds for all n ≥ 1,

(Kη,z0,n)1
11

(4.3)
≥ 1

n E
[
|∇φ1 + e1|2 (bη)′(G1 − z0)

]
−C
n E

[
|∇φ1 + e1|2|bη(G1 − z0)|2

] 1
2 − Cα,η,z0 1

n2

(4.5)
≥ 1

n E
[
|∇φ1 + e1|2 (bη)′(G1 − z0)

]
−ηδ CnE

[
|∇φ1 + e1|2|(bη)′(G1 − z0)|

]
− Cα,η,z0 1

n2

(4.6)
≥ 1

n

(
1

Cz0,γ,Γ
− Cηδ

)
E
[
|∇φ1 + e1|2 |(bη)′(G1 − z0)|

]
− Cα,η,z0 1

n2 .

Choosing η > 0 small enough, the right-hand side is seen to be strictly positive for all n
large enough, and the conclusion follows. �

5. Asymptotic normality

In this section, we establish the asymptotic normality of the rescaled homogenization
commutator, thus proving Theorem 1(ii). The proof is based on the second-order Poincaré
inequality of Proposition 2.1(iii); in the integrable case β > d we follow the argument
of [12, Section 9].



24 M. DUERINCKX, J. FISCHER, AND A. GLORIA

Proof of Theorem 1(ii). We focus on the case ε = 1 and drop the subscript in the notation.
The final result will be obtained by rescaling in the last step of the proof. Set I(F ) :=´
Rd F : Ξ. We split the proof into six steps.

Step 1. Representation formula for Malliavin derivatives: We claim that

DI(F ) = (Fijej +∇Si) · ∂a0(G)(∇φi + ei), (5.1)

and

D2I(F ) = U1 + U2 + U3, (5.2)

in terms of

U1(x, y) := δ(x− y)
(
Fij(∇φ∗j + ej) · ∂2a0(G)(∇φi + ei)

)
(x),

U2(x, y) := Ũ2(x, y) + Ũ2(y, x),

Ũ2(x, y) :=
(
Fij(∇φ∗j + ej) · ∂a0(G)∇Dyφi

)
(x),

U3(x, y) := δ(x− y)
(
φ∗j∇Fij · ∂2a0(G)(∇φi + ei)

)
(x)

+
(
φ∗j∇Fij · ∂a0(G)∇Dyφi

)
(x) +

(
φ∗j∇Fij · ∂a0(G)∇Dxφi

)
(y)

+

ˆ
Rd
∇Fij · (aφ∗j + σ∗j )∇D2

xyφi,

where we identify the operators Ui with their kernels and where the auxiliary field S is the
Lax-Milgram solution in Rd of

−∇ · a∗∇Si = ∇ ·
(
(a− ā)∗Fijej

)
. (5.3)

(Note that we use a very basic representation formula for the first Malliavin derivative,
which is enough here as we only need to deduce the CLT scaling, whereas for the second
Malliavin derivative a much finer decomposition is required.)
We start with the proof of (5.1). We compute

DI(F ) = D

ˆ
Rd
Fijej · (a− ā)(∇φi + ei)

=

ˆ
Rd
Fijej ·Da (∇φi + ei) +

ˆ
Rd
Fijej · (a− ā)∇Dφi,

hence, using the equation (5.3) for S and the corrector equation in the form (3.3),

DI(F ) =

ˆ
Rd
Fijej ·Da (∇φi + ei)−

ˆ
Rd
∇Si · a∇Dφi

=

ˆ
Rd

(Fijej +∇Si) ·Da (∇φi + ei).

Using (3.4), the conclusion (5.1) follows. We turn to (5.2). The second Malliavin derivative
takes the form

D2
xyI(F ) = Dy

ˆ
Rd
Fijej ·

(
Dxa (∇φi + ei) + (a− ā)∇Dxφi

)
=

ˆ
Rd
Fijej ·

(
D2
xya (∇φi + ei) +Dxa∇Dyφi +Dya∇Dxφi + (a− ā)∇D2

xyφi
)
, (5.4)
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and it remains to reformulate the last RHS term. Inserting the definition of the flux
corrector σ∗j in the form (a∗ − ā∗)ej = −a∗∇φ∗j + ∇ · σ∗j and using the skew-symmetry
of σ∗j , we findˆ

Rd
Fijej · (a− ā)∇D2

xyφi =

ˆ
Rd
Fij(a

∗ − ā∗)ej · ∇D2
xyφi

=

ˆ
Rd
Fij(∇ · σ∗j ) · ∇D2

xyφi −
ˆ
Rd
Fij∇φ∗j · a∇D2

xyφi

=

ˆ
Rd
∇Fij · σ∗j∇D2

xyφi −
ˆ
Rd
Fij∇φ∗j · a∇D2

xyφi.

Taking the Malliavin derivative Dy of (3.3) yields

−∇ · a∇D2
xyφi = ∇ ·D2

xya(∇φi + ei) +∇ ·Dxa∇Dyφi +∇ ·Dya∇Dxφi, (5.5)

and we deduceˆ
Rd
Fijej · (a− ā)∇D2

xyφi =

ˆ
Rd
φ∗j∇Fij ·D2

xya(∇φi+ei)+

ˆ
Rd
Fij∇φ∗j ·D2

xya(∇φi+ei)

+

ˆ
Rd
φ∗j∇Fij ·

(
Dxa∇Dyφi +Dya∇Dxφi

)
+

ˆ
Rd
Fij∇φ∗j ·

(
Dxa∇Dyφi +Dya∇Dxφi

)
+

ˆ
Rd
∇Fij · (aφ∗j + σ∗j )∇D2

xyφi.

Inserting this into (5.4), and using (3.4) and

D2
xya = ∂2a0(G(x)) δ(· − x)δ(x− y), (5.6)

the conclusion (5.2) follows.

Step 2. Proof of

E
[
‖DI(F )‖4H

] 1
4 .


‖F‖2

L2(Rd)
: β > d,

‖ log(2 + | · |)
1
2 [F ]2‖2L2(Rd)

: β = d,

‖[F ]2‖2
L

2d
2d−β (Rd)

: β < d.

We only treat the non-integrable case β < d (the other cases are treated similarly) and
we appeal to the representation formula (5.1) for the Malliavin derivative DI(F ). Using
Lemma 2.2 and the corrector estimates of Lemma 2.4, we find

E
[
‖DI(F )‖4H

] 1
4 . ‖[(Fijej +∇Si) · ∂a0(G)(∇φi + ei)]1‖

L
2d

2d−β (Rd;L4(Ω))

. ‖[F ]2‖
L

2d
2d−β (Rd)

+ ‖[∇S]2‖
L

2d
2d−β (Rd;L8(Ω))

,

and the conclusion follows from the annealed Calderón-Zygmund estimate of Proposi-
tion 2.5.

Step 3. Proof that for all p ≥ 4,

E
[
‖U1‖4op

] 1
4 .

{
pwc(p)

2 ‖w2
c [F ]∞‖Lp(Rd) : β ≥ d,

‖[F ]∞‖
L

d
d−β (Rd)

: β < d,

where henceforth we set wc(x) := log(2 + |x|)
1
2 in the critical case β = d and wc ≡ 1

otherwise.
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Decomposing the covariance function as c = c0 ∗ c0 and noting that the norm of ζ in H
coincides with the norm of c0 ∗ ζ in L2(Rd), the definition (2.4) of the operator norm ‖ · ‖op

can be rewritten as follows,

‖U1‖op = sup
‖c0∗ζ‖L2(Rd)

=‖c0∗ζ′‖L2(Rd)
=1

∣∣∣ ˆ
Rd

ˆ
Rd

(c ∗ ζ)(x) (c ∗ ζ ′)(y)U1(x, y) dxdy
∣∣∣

. sup
‖c0∗ζ‖L2(Rd)

=1

∣∣∣ˆ
Rd

ˆ
Rd

(c ∗ ζ)(x) (c ∗ ζ)(y)U1(x, y) dxdy
∣∣∣.

Further noting that by the Hardy-Littlewood-Sobolev inequality similarly as in Lemma 2.2
the decay assumption (1.4) for c0 implies

‖c0 ∗ ζ‖L2(Rd) &

{ ‖w−1
c [c ∗ ζ]∞‖L2(Rd) : β ≥ d,

‖[c ∗ ζ]∞‖L2d/β(Rd) : β < d,

we find

‖U1‖op .


sup

‖[ζ]∞‖L2(Rd)
=1

∣∣∣ˆ
Rd

ˆ
Rd

(wcζ)(x) (wcζ)(y)U1(x, y) dxdy
∣∣∣ : β ≥ d,

sup
‖[ζ]∞‖L2d/β(Rd)

=1

∣∣∣ˆ
Rd

ˆ
Rd
ζ(x) ζ(y)U1(x, y) dxdy

∣∣∣ : β < d.
(5.7)

In the integrable case β ≥ d, for p ≥ 4, inserting the definition of U1, using Hölder’s
inequality, and applying the discrete `

2p
p−1 –`2 inequality in the form

‖[ζ]∞‖
L

2p
p−1 (Rd)

. ‖[ζ]∞‖L2(Rd),

we find

‖U1‖op . sup
‖[ζ]∞‖L2(Rd)

=1
‖[ζ]∞‖2

L
2p
p−1 (Rd)

∥∥w2
c

[
Fij(∇φ∗j + ej) · ∂2a0(G)(∇φi + ei)

]
1

∥∥
Lp(Rd)

. ‖w2
c [F ]∞[∇φ∗ + Id]2[∇φ+ Id]2‖Lp(Rd),

hence, by stationarity and by the corrector estimates of Lemma 2.4,

E
[
‖U1‖4op

] 1
4 . ‖w2

c [F ]∞[∇φ∗ + Id]2[∇φ+ Id]2‖Lp(Rd;Lp(Ω))

. ‖w2
c [F ]∞‖Lp(Rd)‖[∇φ∗ + Id]2‖L2p(Ω)‖[∇φ+ Id]2‖L2p(Ω)

. pwc(p)
2 ‖w2

c [F ]∞‖Lp(Rd). (5.8)

In the non-integrable case β < d, the corresponding estimates take the form

E
[
‖U1‖4op

] 1
4 . E

[∥∥[Fij(∇φ∗j + ej) · ∂2a0(G)(∇φi + ei)
]
1

∥∥4

L
d

d−β (Rd)

] 1
4

.
∥∥[F ]∞[∇φ∗ + Id]2[∇φ+ Id]2

∥∥
L

d
d−β
(
Rd;L

4∨ d
d−β (Ω)

)
. ‖[F ]∞‖

L
d

d−β (Rd)
,

as claimed.
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Step 4. Proof that for all p ≥ 4,

E
[
‖U2‖4op

] 1
4 .

{
pwc(p)

2 ‖w2
c [F ]∞‖Lp(Rd) : β ≥ d,

‖[F ]∞‖
L

d
d−β (Rd)

: β < d.

By symmetry, it suffices to estimate the norm of Ũ2. We start with the integrable case
β ≥ d. It follows from (5.7) and Hölder’s inequality that

‖Ũ2‖2op . sup
‖[ζ]∞‖L2(Rd)

=1

ˆ
Rd
w2
c

[ ˆ
Rd

(wcζ)(x) Ũ2(x, ·) dx
]2

1
,

and hence, by duality in form of

E
[
‖Ũ2‖4op

] 1
4

= sup
‖ξ‖L4(Ω)=1

E
[
ξ2‖Ũ2‖2op

] 1
2
,

we deduce

E
[
‖Ũ2‖4op

] 1
4
. sup
‖[ζ]∞‖L4(Ω;L2(Rd))

=1
M(ζ), (5.9)

M(ζ) := E
[ˆ

Rd
w2
c

[ˆ
Rd

(wcζ)(x) Ũ2(x, ·) dx
]2

1

] 1
2

.

Let ζ be fixed with ‖[ζ]∞‖L4(Ω;L2(Rd)) = 1. Note that the discrete `r–`2 inequality and
Jensen’s inequality entail for all 2 ≤ r ≤ 4,

‖[ζ]∞‖Lr(Rd;Lr(Ω)) . 1. (5.10)

Inserting the definition of Ũ2, defining the auxiliary field Ti as the unique Lax-Milgram
solution of

−∇ · a∗∇Ti = ∇ ·
(
wc ζ Fij ∂a

∗
0(G)(∇φ∗j + ej)

)
, (5.11)

using the corrector equation for φi in the form (3.3), and using (3.4), we may write

M(ζ) = E
[ˆ

Rd
w2
c

[ ˆ
Rd
wc ζ Fij (∇φ∗j + ej) · ∂a0(G)∇Dφi

]2

1

] 1
2

= E
[ˆ

Rd
w2
c

[ ˆ
Rd
∇Ti · a∇Dφi

]2

1

] 1
2

= E
[ˆ

Rd
w2
c

[ ˆ
Rd
∇Ti ·Da(∇φi + ei)

]2

1

] 1
2

. E
[ˆ

Rd
w2
c [∇T ]22 [∇φ+ Id]22

] 1
2

. (5.12)

By Hölder’s inequality and the corrector estimates of Lemma 2.4, for p ≥ 4, this entails

M(ζ) . p
1
2wc(p)‖wc[∇T ]2‖

L2
(
Rd;L

4p
2p−1 (Ω)

).
Applying the annealed Calderón-Zygmund estimate of Proposition 2.5 with logarithmic
weight and integrability loss δ = 2p

(p−1)(2p−1) ∼
1
p , using Hölder’s inequality, the corrector
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estimates of Lemma 2.4, and (5.10), we are led to

M(ζ) . p
1
2wc(p)‖w2

c [ζ]∞[F ]∞[∇φ∗ + Id]2‖
L2
(
Rd;L

2p
p−1 (Ω)

)
. p

1
2wc(p)‖[ζ]∞‖

L
2p
p−2
(
Rd;L

2p
p−2 (Ω)

)‖[∇φ∗ + Id]2‖L2p(Ω)‖w
2
c [F ]∞‖Lp(Rd)

. pwc(p)
2 ‖w2

c [F ]∞‖Lp ,

and the conclusion follows.
We turn to the non-integrable case β < d. It follows from (5.7) and Hölder’s inequality
that

‖Ũ2‖op . sup
‖[ζ]∞‖L2d/β(Rd)

=1

(ˆ
Rd

[ ˆ
Rd
ζ(x) Ũ2(x, ·) dx

] 2d
2d−β

1

) 2d−β
2d

,

and hence, by duality in form of

E
[
‖Ũ2‖4op

] 1
4

= sup
‖ξ‖

L4d/β(Ω)
=1

E
[
ξ

4d
d+β ‖Ũ2‖

4d
d+β
op

] d+β
4d

,

we deduce the following version of (5.9),

E
[
‖Ũ2‖4op

] 1
4
. sup
‖[ζ]∞‖L4d/β(Ω;L2d/β(Rd))

=1
M(ζ), (5.13)

M(ζ) := E

[( ˆ
Rd

[ ˆ
Rd
ζ(x) Ũ2(x, y) dx

] 2d
2d−β

1
dy

)2 2d−β
d+β

] d+β
4d

.

Let ζ be fixed with ‖[ζ]∞‖L4d/β(Ω;L2d/β(Rd)) = 1. Note that the discrete `r–`
2d
β inequality

and Jensen’s inequality entail for all 2d
β ≤ r ≤

4d
β ,

‖[ζ]∞‖Lr(Rd;Lr(Ω)) . 1. (5.14)

Arguing as in (5.12), with the auxiliary field Ti defined in (5.11), and using the the triangle
inequality with 22d−β

d+β > 1, we obtain

M(ζ) . E

[( ˆ
Rd

[∇T ]
2d

2d−β
2 [∇φ+ Id]

2d
2d−β
2

)2 2d−β
d+β

] d+β
4d

.
∥∥[∇T ]2[∇φ+ Id]2

∥∥
L

2d
2d−β

(
Rd;L

4d
d+β (Ω)

).
For s0 := 2d(d+5β)

3β(d+β) >
4d
d+β the corrector estimates of Lemma 2.4 then yield

M(ζ) . ‖[∇T ]2‖
L

2d
2d−β (Rd;Ls0 (Ω))

.

For s0 < s1 := 2d(2d+4β)
3β(d+β) < 2d

β and for 1
s2

= 1
s1
− β

2d , applying the annealed Calderón-
Zygmund estimates of Proposition 2.5, the corrector estimates of Lemma 2.4, and (5.14),
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we deduce

M(ζ) . ‖[ζ]∞[F ]∞[∇φ∗ + Id]2‖
L

2d
2d−β (Rd;Ls1 (Ω))

≤ ‖[ζ]∞‖
L

2d
β
(
Rd;L

2d
β (Ω)

)‖[∇φ∗ + Id]2‖Ls2 (Ω)‖[F ]∞‖
L

d
d−β (Rd)

. ‖[F ]∞‖
L

d
d−β (Rd)

,

and the conclusion follows.

Step 5. Proof that for all q ≥ 4,

E
[
‖U3‖4op

] 1
4 .

{
Cq‖µd,βw2

c [∇F ]∞‖Lq(Rd) : β ≥ d,
‖µd,β[∇F ]∞‖

L
d

d−β (Rd)
: β < d.

Note that the dependence on q does not need to be made specific here since this contribution
is of higher order, cf. Step 6.
We start with a suitable reformulation of U3. Defining the auxiliary field Vi as the unique
Lax-Milgram solution of

−∇ · a∗∇Vi = ∇ ·
(
(a∗φ∗j − σ∗j )∇Fij

)
,

using the corrector equation for φi in the form (5.5), and using (3.4) and (5.6), we may
write ˆ

Rd
∇Fij · (aφ∗j + σ∗j )∇D2

xyφi = −
ˆ
Rd
∇Vi · a∇D2

xyφi

=

ˆ
Rd
∇Vi ·D2

xya (∇φi + ei) +

ˆ
Rd
∇Vi ·

(
Dxa∇Dyφi +Dya∇Dxφi

)
= δ(x− y)

(
∇Vi · ∂2a0(G)(∇φi + ei)

)
(x)

+
(
∇Vi · ∂a0(G)∇Dyφi

)
(x) +

(
∇Vi · ∂a0(G)∇Dxφi

)
(y).

This allows to decompose U3 = U1
3 + U2

3 with

U1
3 (x, y) := δ(x− y)

(
(φ∗j∇Fij +∇Vi) · ∂2a0(G)(∇φi + ei)

)
(x),

U2
3 (x, y) := Ũ2

3 (x, y) + Ũ2
3 (y, x),

Ũ2
3 (x, y) :=

(
(φ∗j∇Fij +∇Vi) · ∂a0(G)∇Dyφi

)
(x).

As U1
3 and U2

3 have a similar structure as U1 and U2, their norms are estimated by a
simple modification of the argument of Steps 3 and 4. As an illustration, we treat U1

3 in
the integrable case β ≥ d — the other estimates are analogous and details are omitted.
Arguing as in (5.8), we find for q ≥ 1,

E
[
‖U1

3 ‖4op

] 1
4 . ‖w2

c [φ∗∇F +∇V ]2‖Lq(Rd;L2q(Ω))‖[∇φ+ Id]2‖L2q(Ω)

.q ‖w2
c [φ∗∇F +∇V ]2‖Lq(Rd;L2q(Ω)),

and the (weighted) annealed Calderón-Zygmund estimate of Proposition 2.5 (with δ = 1)
together with the corrector estimates of Lemma 2.4 lead to

E
[
‖U1

3 ‖4op

] 1
4 .q ‖w2

c [(φ∗, σ∗)∇F ]2‖Lq(Rd;L2q+1(Ω)) .p ‖µd,βw
2
c [∇F ]∞‖Lq(Rd).
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Step 6. Conclusion.
In the integrable case β > d, for Iε(F ) := ε−

d
2

´
Rd F (x) : Ξ(xε ) dx, the conclusions of

Steps 3–5 yield by scaling, for all 4 ≤ p, q <∞,

E
[
‖D2Iε(F )‖4op

] 1
4 . ε

d
2

(
p ε
− d
p ‖[F ]∞‖Lp(Rd) + Cqε

1− d
q µd,β(1

ε )‖µd,β[∇F ]∞‖Lq(Rd)

)
.

Hence, choosing p = |log ε| and q = 2d ∨ p, we deduce

E
[
‖D2Iε(F )‖4op

] 1
4 . ε

d
2 |log ε|

(
‖[F ]∞‖L2 ∩L∞(Rd) + ‖µd,β[∇F ]∞‖L2 ∩L∞(Rd)

)
.

In the critical case β = d, for Iε(F ) := ε−
d
2 |log ε|−

1
2

´
Rd F (x) : Ξ(xε ) dx, the same argument

yields

E
[
‖D2Iε(F )‖4op

] 1
4 . ε

d
2 |log ε|

3
2 log |log ε|

×
(
‖w2

c [F ]∞‖L2 ∩L∞(Rd) + ‖µd,βw2
c [∇F ]∞‖L2 ∩L∞(Rd)

)
.

In the non-integrable case β < d, for Iε(F ) := ε−
β
2

´
Rd F (x) : Ξ(xε ) dx, the conclusions of

Steps 3–5 yield by scaling,

E
[
‖D2Iε(F )‖4op

] 1
4 . ε

β
2

(
‖[F ]∞‖

L
d

d−β (Rd)
+ εµd,β(1

ε )‖µd,β[∇F ]∞‖
L

d
d−β (Rd)

)
. ε

β
2

(
‖[F ]∞‖

L
d

d−β (Rd)
+ ‖µd,β[∇F ]∞‖

L
d

d−β (Rd)

)
.

Likewise, the result of Step 2 yields

E
[
‖DIε(F )‖4H

] 1
4 .

{
‖wcF‖L2(Rd) : β ≥ d,
‖F‖

L
2d

2d−β (Rd)
: β < d.

Now applying Proposition 2.1(iii) in the form

W2

(
Iε(F )

Var [Iε(F )]
1
2

;N

)
+ dTV

(
Iε(F )

Var [Iε(F )]
1
2

;N

)

.
E
[
‖D2Iε(F )‖4op

] 1
4 E
[
‖DIε(F )‖4H

] 1
4

Var [Iε(F )]
,

and inserting the above estimates for ‖D2Iε(F )‖op and ‖DIε(F )‖H, the conclusion follows.
�
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