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Chapter 3 : Product measures

Around Fubini’s theorem

1. Let (cn,m)n,m≥1 ⊂ R+, and prove that

∞∑
n=1

( ∞∑
m=1

cn,m

)
=

∞∑
m=1

( ∞∑
n=1

cn,m

)
.

2. Let (Ω,F , µ) be a measure space, and let f : Ω→ [0,∞]. Show that f is F-measurable if and
only if the set A(f) := {(t, ω) : 0 < t < f(ω)} ⊂ R+ × Ω belongs to B(R+)⊗F .

3. Let (Ω,F , µ) be a measure space and let fn : Ω → R be F-measurable functions. Assuming
that

∑
n

´
|fn| dµ <∞ and that µ is σ-finite, prove that∑

n

ˆ
fn dµ =

ˆ ∑
n

fn dµ.

Is this also true without the σ-finiteness assumption ?

4. Consider the measure space (R2,B(R2), µ), with µ = λ× ], where λ is the Lebesgue measure
on R and where ] is the counting measure on R. Compare the iterated integrals

ˆ
R

(ˆ
{a}

dλ

)
d] and

ˆ
R

( ˆ
{a}

d]

)
dλ.

Does this contradict Fubini’s theorem ?

5. Consider the measure space (R2,B(R2), µ), with µ = λ×] as in the previous exercise. Consider
the diagonal D = {(x, x) : x ∈ R}. Compare the iterated integrals

ˆ
[0,1]

(ˆ
[0,1]

1D dλ

)
d] and

ˆ
[0,1]

(ˆ
[0,1]

1D d]

)
dλ.

Does this contradict Fubini’s theorem ?

6. Let f(x, y) = e−xy − 2e−2xy. Check that f is Lebesgue-measurable on R2 and compare the
iterated Lebesgue integrals

ˆ
[0,1]

(ˆ
[1,∞)

f(x, y)dy

)
dx and

ˆ
[1,∞)

(ˆ
[0,1]

f(x, y)dx

)
dy.

Does this contradict Fubini’s theorem ?

7. Let f : (−1, 1)× (−1, 1) → R be defined by

f(x, y) =

{
xy

(x2+y2)2
if x2 6= y2,

0 otherwise.

Check that f is Lebesgue-measurable on (−1, 1)× (−1, 1) and compare the iterated integrals

ˆ
(−1.1)

(ˆ
(−1.1)

f(x, y) dx

)
dy and

ˆ
(−1.1)

(ˆ
(−1.1)

f(x, y) dy

)
dx.

Is f integrable on (−1, 1)× (−1, 1) ?
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8. Let [a, b] ⊂ [0, 1) and g : (0, 1) → R+ a continuous function, supported inside (a, b), such that´ 1
0 g(y) dy = 1.
(a) Given ε > 0, construct a continuous function G : (0, 1)× (0, 1) → R+, supported inside

(0, 1)× (a, b), such that

G(12 , y) = g(y) and
ˆ 1

0

ˆ 1

0
G(x, y) dx dy = ε.

(b) Let gn : (0, 1) → R+ be continuous functions such that

supp gn ⊂ (δn, δn+1) and
ˆ 1

0
gn(y) dy = 1,

with 0 = δ1 < δ2 < · · · < δn → 1 as n → ∞. For all n ≥ 1, let Gn be the function
associated with gn by the construction of item (a) with ε = 2−n. Show that

H(x, y) :=

∞∑
n=1

Gn(x, y)

is a nonnegative continuous function on (0, 1)× (0, 1) with
¨

(0,1)×(0,1)
H(x, y) dx dy = 1 and

ˆ 1

0
H(12 , y) dy = +∞.

(c) Does this contradict Fubini’s theorem ?

Around Cavalieri’s principle

9. Let f : R→ R be nonnegative and Lebesgue-measurable.
(a) Set

A(f) = {(x, y) ∈ R2 : 0 < y < f(x)}.

Show that A(f) is Lebesgue-measurable in R2 and that the integral of f on R coincides
with the measure of the set A(f) in R2.

(b) Show that the graph of f ,

G(f) = {(x, f(x)); x ∈ R},

has zero Lebesgue measure in R2.
(Hint : for i, j ∈ Z, set

Iij = f−1([i, i+ 1)) ∩ [j, j + 1),

Gij(f) = {(x, f(x)); x ∈ Iij},

ans show that Gij(f) has zero measure.)
(c) Let A(f) be defined as above. Check that

1A(f)(x, y) = 1(y,∞)(f(x)) for all (x, y) ∈ R× R+.

Deduce Cavalieri’s principle : for all f : R→ R nonnegative and Lebesgue-measurable,ˆ
R
f(x) dx =

ˆ
R+

m({x ∈ R : f(x) > y}) dy.

10. Let X be a nonnegative random variable on a probability space (Ω,F ,P) with E[Xp] < ∞,
for some p > 0. Prove that

E[Xp] =

ˆ ∞
0

p xp−1P[X > x] dx.
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Miscellaneous

11. Let (Ω,A,P) be a complete probability space, and let h : Ω × Rd → C such that h(·, x) is
measurable for any fixed x ∈ Rd (meaning that h is a random field). Show that the following
two properties are equivalent :

(a) h is measurable on Ω× Rd ;

(b) h is almost stochastically continuous, that is, for all x ∈ Rd,

P{ω ∈ Ω : |h(ω, x+ y)− h(ω, x)| > δ} y→0−−−→ 0.

Show that, if h is stationary (that is, P{ω : h(ω, x) ∈ B} = P{ω : h(ω, 0) ∈ B} for all x ∈ Rd

and all Borel set B ⊂ C), then these properties are further equivalent to the following :

(c) h is stochastically continuous, that is, for all x ∈ Rd,

P{ω ∈ Ω : |h(ω, x+ y)− h(ω, x)| > δ} y→0−−−→ 0.

(This can be viewed as a stochastic version of Lusin’s theorem.) Show that in general without
the stationarity assumption property (c) is strictly stronger than (a) and (b).
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