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Chapter 4 : Independence

1. Let RN0 denote the smallest σ-algebra on RN0 such that all projections πj((xn)n) = xj , j ≥ 1,
are RN0-measurable.

(a) Show that RN0 = σ(P), where

P := {A1 × . . .×Ak × RN0 : A1, . . . , Ak ∈ R, k ≥ 1}

is a π-system.

(b) Given a family (fn)n of maps fn : Ω → R on a measurable space (Ω,F), show that
(fn)n : Ω → RN0 is (F ,RN0)-measurable if and only if fn : Ω → R is F-measurable for
all n.

(c) Let (Pn)n be a sequence of probability measures on R. Show that there exists a unique
probability measure P on RN0 such that

P(A1 × . . .×Ak × RN0) =

k∏
n=1

Pn(An),

for all A1, . . . , Ak ∈ R and all k ≥ 1. Notation : P := ⊗∞
n=1Pn.

Hint : Consider a probability space (Ω0,F0, P0) and a sequence of independent random
variables (Yn)n such that (P0)Yn = Pn for all n, and consider the image measure (P0)(Yn)n .

2. On a probability space (Ω,F ,P), let (An)n be a sequence of independent events such that
P [∪nAn] = 1 and P [An] < 1 for all n. Show that P [lim supnAn] = 1.

3. On a probability space (Ω,F ,P), let (An)n be a sequence of independent events with P [An] =
p ∈ (0, 1) for all n. Show that the probability space cannot have any atom (that is, there exists
no B ∈ F with P [B] > 0 such that for all C ∈ F with C ⊂ B there holds either P [C] = 0 or
P [B \ C] = 0). In particular, the probability space cannot be discrete.

4. On a probability space (Ω,F ,P), let (An)n be a sequence of events. The goal of this exercise
is to establish the following generalized Borel-Cantelli lemma :

∑
n

P [An] =∞ and lim inf
N↑∞

∑n
j,k=1 P [Aj ∩Ak]

(
∑n

k=1 P [Ak])2
≤ 1 =⇒ P

[
lim sup
n↑∞

An

]
= 1.

What does this statement become in the case of independent events ?
Hint : Let Nn :=

∑n
k=1 1Ak

and examine P [Nn ≤ x] for any given x ≤ E [Nn] ↑ ∞.

5. On a probability space (Ω,F ,P), let (Xn)n be a sequence of independent random variables
with E [Xn] = 0 and supn E

[
X4

n

]
< ∞. Show that 1

n

∑n
k=1Xk → 0 a.s., even though the

random variables Xn are not identically distributed.

6. On a probability space (Ω,F ,P), let (Xn)n be a sequence of independent and identically
distributed random variables. Prove that

P

[
lim sup
n↑∞

|Xn|√
n
<∞

]
= 1 =⇒ E

[
X2

1

]
<∞.

Hint : First show that for some K > 0 there holds P[ lim supn↑∞
1√
n
|Xn| ≤ K ] = 1 and use

the Borel-Cantelli lemma.
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7. On a probability space (Ω,F ,P), let (Xn)n be a sequence of independent and identically
distributed random variables with P [Xn = 0] = 1− P [Xn = 1] = p for all n. Show that

p 6= 1

2
=⇒ P

[
lim sup

n

{ n∑
k=1

Xk = 0
}]

= 0.

8. On a probability space (Ω,F ,P), let X : Ω → [0, 1) be a random variable such that for all
k = 0, 1, . . . , 2n − 1 and all n ≥ 1 there holds

P
[
k

2n
≤ X <

k + 1

2n

]
=

1

2n
.

Show that E
[
X2
]

= 1
3 .
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