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#### Abstract

We show how the Connes-Moscovici bialgebroid construction naturally provides universal objects for Lie algebras acting on non-commutative algebras. As a supplement, we see how these objects interact with the study of flat bimodule connections.
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## InTRODUCTION

Given a Hopf algebra $H$ (possibly with bijective antipode $S$ ) over a field $\mathbb{k}$ and a left $H$-module algebra $A$, one can turn the vector space $A \otimes H \otimes A$ into a left bialgebroid $\mathcal{H}:=A \odot H \odot A$ over $A$ in a natural way. This procedure has been introduced independently, and under different forms, by Connes and Moscovici [10] in their study of the index theory of transversely elliptic operators, and by Kadison [27] in connection with his work on (pseudo-)Galois extensions. Later, Panaite and Van Oystaeyen proved in [40] that the two constructions are in fact equivalent (isomorphic as $A$-bialgebroids) and that, as algebras, they are particular instances of the L-R-smash product introduced in [39]. Nevertheless, by following [5], we refer to the bialgebroid $A \odot H \odot A$ as the Connes-Moscovici bialgebroid.

[^0]Following the foregoing and, in particular, in view of the results in [40], two observations were made, that triggered the present investigation: (i) that whenever a Lie algebra $L$ acts by derivations on an associative algebra $A$ (for the sake of simplicity, let us call it an $A$-anchored Lie algebra), then $A$ becomes naturally an $U_{\mathrm{k}}(L)$-module algebra and (ii) that the associated Connes-Moscovici bialgebroid construction satisfies a universal property (both as $A^{e}$-ring and as $A$-bialgebroid, see [40, Proposition 3.1 and Theorem 3.2]) which suggests the possibility that $A \odot U_{\mathrm{k}}(L) \odot A$ plays for an $A$-anchored Lie algebra $L$ the same role played by the universal enveloping algebra for a Lie algebra.

Among anchored Lie algebras we find the well-known Lie-Rinehart algebras, which are in particular Lie algebras acting on commutative algebras. As it can be inferred from the substantial literature on the topic, Lie-Rinehart algebras are a deeply investigated area, in particular for its connections with differential geometry (the global sections of a Lie algebroid $\mathcal{L} \rightarrow \mathcal{M}$ form a Lie-Rinehart algebra over $\mathcal{C}^{\infty}(\mathcal{M})$ ). Rinehart himself gave an explicit construction of the universal enveloping algebra $U(R, L)$ of a Lie-Rinehart algebra in [44] and proved a Poincaré-Birkhoff-Witt theorem for the latter. Other equivalent constructions are provided in $[17, \S 3.2]$, [25, page 64], [47, §18]. The universal property of $U(R, L)$ as an algebra is spelled out in [25, page 64] and [32, page 174] (where it is attributed to Feld'man). Its universal property as an $A$-bialgebroid is codified in the Cartier-Milnor-Moore Theorem for $U(R, L)$ proved in $[35, \S 3]$, where Moerdijk and Mrčun show that the construction of the universal enveloping algebra provides a left adjoint to the functor associating any cocommutative bialgebroid with its Lie-Rinehart algebra of primitive elements and they find natural conditions under which this adjunction becomes an equivalence (as it has been done in [34] for cocommutative bialgebras and Lie algebras). Further algebraic and categorical properties and applications are investigated in [2, 16, 23, 24, 25].

However, there are many important examples of Lie algebras acting by derivations on associative algebras which are not necessarily commutative (actually, any Lie algebra acts by derivations on its universal enveloping algebra and any associative algebra acts by inner derivations on itself). Furthermore, while the space of primitive elements of a bialgebra is always a Lie algebra and a primitively generated bialgebra is always cocommutative, the space of primitive elements of a bialgebroid is not, in general, a Lie-Rinehart algebra and not every primitively generated bialgebroid is necessarily cocommutative. A third observation that stood up for the present investigation is that, instead, the space of primitive elements of a bialgebroid is always a Lie algebra acting by derivations on the base algebra.

These facts, together with the two foregoing observations (i) and (ii), called for the study of Lie algebras $L$ acting on non-commutative algebras $A$ in their own right and, in particular, for the study of the associated Connes-Moscovici bialgebroid $A \odot U_{\mathrm{k}}(L) \odot A$, as it has been done for Lie-Rinehart algebras and their universal enveloping algebras.

In the present paper, we are mainly concerned with two universal properties of $\mathcal{B}_{L}:=$ $A \odot U_{k}(L) \odot A$, as an $A^{e}$-ring and as an $A$-bialgebroid, which reflect the two well-known universal properties of universal enveloping algebras reported above. The first one (Theorem 2.9) exhibits $A \odot U_{\mathrm{k}}(L) \odot A$ as the universal $A^{e}$-ring associated with the $A$-anchored Lie algebra $L$, similarly to what happens for $U(R, L)$ in [25, page 64]. Namely, for any $A^{e}$-ring
$\phi_{A}: A^{e} \rightarrow \mathcal{R}$ and any $\mathbb{k}$-Lie algebra morphism $\phi_{L}: L \rightarrow \mathcal{L}(\mathcal{R})$ such that

$$
\left[\phi_{L}(X), \phi_{A}\left(a \otimes b^{o}\right)\right]=\phi_{A}\left(X \cdot\left(a \otimes b^{o}\right)\right),
$$

for all $a, b \in A$ and all $X \in L$, there exists a unique morphism of $A^{e}$-rings $\Phi: \mathcal{B}_{L} \rightarrow \mathcal{R}$ extending $\phi_{L}$. This naturally affects the study of the representations of $L$ (see Corollary 2.10). The second universal property (Proposition 3.4) exhibits $A \odot U_{\mathrm{k}}(L) \odot A$ as the universal $A$-bialgebroid associated with the $A$-anchored Lie algebra $L$, similarly to what happens for $U(R, L)$ in [35, Theorem 3.1(i)]. Namely, for any $A$-bialgebroid $\mathcal{B}$ and any morphism of $\mathbb{k}$-Lie algebras $\phi_{L}: L \rightarrow \mathcal{B}$ which lands into the space $\operatorname{Prim}(\mathcal{B})$ of primitive elements of $\mathcal{B}$ and that is compatible with the anchors, there exists a unique morphism of $A$-bialgebroids $\Phi: \mathcal{B}_{L} \rightarrow \mathcal{B}$ that extends $\phi_{L}$.

Parallel to the new insights into the structure of bialgebroids over non-commutative base, which have been the author's original motivation for the present study and that are mainly collected in sections 3 and 4, the representation theory of anchored Lie algebras provide also an alternative, derivation-based, approach to non-commutative differential calculus over associative algebras, as shown briefly in Section 5. In this, the universal property of $A \odot U_{\mathrm{k}}(L) \odot A$ as an $A^{e}$-ring and its bialgebroid structure play a crucial role in deducing categorical properties of the associated flat bimodule connections.

Concretely, after a first section devoted to recalling some definitions and some preliminary results, we introduce $A$-anchored Lie algebras in $\S 2.1$ and we prove that the ConnesMoscovici bialgebroid associated to an $A$-anchored Lie algebra satisfies the stated universal property as $A^{e}$-ring in $\S 2.2$ (Theorem 2.9). In $\S 3.1$, we detail how taking the space of primitives of an $A$-bialgebroid induces a functor from the category of $A$-bialgebroids to the category of $A$-anchored Lie algebras and in $\S 3.2$ we show that the Connes-Moscovici construction provides a natural left adjoint to this latter functor (Theorem 3.6) and, at the same time, we prove the second universal property of $A \odot U_{\mathfrak{k}}(L) \odot A$ (Proposition 3.4). At this point, by finding inspiration from the Milnor-Moore and the Moerdijk-Mrčun theorems, we look for intrinsic conditions on a bialgebroid that allow us to recognize it as a $A \odot U_{\mathrm{k}}(L) \odot A$ for a certain $A$-anchored Lie algebra. Section 4 is devoted to finding a first answer (Theorem 4.14). After studying in more detail the space of primitives of a ConnesMoscovici bialgebroid in $\S 4.1$, we tackle the question in the general framework in $\S 4.2$ and in the particular case of bialgebroids over a commutative base in §4.3. Finally, we conclude with some final remarks about future lines of investigation in $\S 4.4$. As a supplement, in $\S 5$ we show how representations of an $A$-anchored Lie algebra $L$ are naturally equivalent to certain flat bimodule connections on the first-order differential calculus $\operatorname{Hom}_{k}(L, A)$ and we comment on how this research direction can be extended further and connected with the differential calculi studied by Dubois-Violette and collaborators (see, e.g., [12, 13, 14]).

Notation. All over the paper, we assume a certain familiarity of the reader with the language of monoidal categories and of (co)monoids therein (see, for example, [30, VII]).

We work over a ground field $\mathbb{k}$ of characteristic 0 . All vector spaces are assumed to be over $\mathbb{k}$. The unadorned tensor product $\otimes$ stands for $\otimes_{k}$. All (co)algebras and bialgebras are intended to be $\mathbb{k}$-(co)algebras and $\mathbb{k}$-bialgebras, that is to say, (co)algebras and bialgebras
in the symmetric monoidal category of vector spaces $\left(\right.$ Vect $\left._{k}, \otimes, \mathbb{k}\right)$. Every (co)module has an underlying vector space structure. Identity morphisms $\mathrm{Id}_{V}$ are often denoted by $V$.

In order to avoid confusion between indexes of elements and coproducts or coactions, we will adopt the following variant of the Heyneman-Sweedler's Sigma Notation. For $c$ in a coalgebra $C, m$ in a left $C$-comodule $M$ and $n$ in a right $C$-comodule $N$ we write

$$
\Delta_{C}(c)=\sum c_{(1)} \otimes c_{(2)}, \quad \rho_{M}(m)=\sum m_{(-1)} \otimes m_{(0)} \quad \text { and } \quad \rho_{N}(n)=\sum n_{(0)} \otimes n_{(1)}
$$

Given an algebra $A$, we denote by $A^{\circ}$ its opposite algebra. We freely use the canonical isomorphism between the category of left $A$-modules ${ }_{A} \mathrm{Mod}$ and that of right $A^{\circ}$-modules $\operatorname{Mod}_{A^{\circ}}$. We also set $A^{e}:=A \otimes A^{\circ}$ and we identify the category of left $A^{e}-$ modules ${ }_{A}{ }^{e} \operatorname{Mod}$ with that of $A$-bimodules ${ }_{A} \operatorname{Mod}_{A}$. Recall that any morphism of algebras $\eta: A^{e} \rightarrow R$ leads to two commuting algebra maps $s: A \rightarrow R, a \mapsto a \otimes 1^{\circ}$, and $t: A^{\circ} \rightarrow R, a^{\circ} \mapsto 1 \otimes a^{o}$, (i.e. $s(a) t\left(b^{\circ}\right)=t\left(b^{\circ}\right) s(a)$ for all $\left.a, b \in A\right)$ and conversely. Given two $R$-bimodules $M$ and $N$, this gives rise to several $A$-module structures on $M$ and $N$ and it leads to several ways of considering the tensor product over $A$ between the underlying $A$-bimodules. In the present paper we focus on the $A$-bimodule structure induced by $A^{e}$ acting on the left via $\eta$ and which we denote by ${ }_{s} M_{t^{\circ}}$. We usually consider this bimodule structure when taking tensor products. If we want to stress the fact that $M$ is considered as a left $A^{e}$-module, we may also write ${ }_{\eta} M$. Therefore, given two $R$-bimodules $M$ and $N$, we consider the tensor product $A$-bimodule

$$
\begin{equation*}
M \otimes_{A} N:={ }_{s} M_{t^{o}} \otimes_{A} N_{t^{\circ}}=\frac{M \otimes N}{\left\langle t\left(a^{o}\right) m \otimes n-m \otimes s(a) n \mid m \in M, n \in N, a \in A\right\rangle} \tag{1}
\end{equation*}
$$

Inside $M \otimes_{A} N$, we will also consider the distinguished subspace

$$
\begin{equation*}
M \times_{A} N:=\left\{\sum_{i} m_{i} \otimes_{A} n_{i} \in M \otimes_{A} N \mid \sum_{i} m_{i} t\left(a^{o}\right) \otimes_{A} n_{i}=\sum_{i} m_{i} \otimes_{A} n_{i} s(a)\right\}, \tag{2}
\end{equation*}
$$

which is often called Takeuchi-Sweedler's $\times$-product. It is an $A$-subbimodule with actions

$$
a \cdot\left(\sum_{i} m_{i} \otimes_{A} n_{i}\right)=\sum_{i} s(a) m_{i} \otimes_{A} n_{i} \quad \text { and } \quad\left(\sum_{i} m_{i} \otimes_{A} n_{i}\right) \cdot a=\sum_{i} m_{i} \otimes_{A} t\left(a^{o}\right) n_{i}
$$

for all $\sum_{i} m_{i} \otimes_{A} n_{i} \in M \times{ }_{A} N$ and $a \in A$ (see [47, Definition 2.1] and [49, page 460]). In particular, the following relations hold for all $m \in M, n \in N, \sum_{i} m_{i} \otimes_{A} n_{i} \in M \times{ }_{A} N$ and for all $a \in A$ :

$$
\begin{equation*}
t\left(a^{o}\right) m \otimes_{A} n \stackrel{(1)}{=} m \otimes_{A} s(a) n \quad \text { and } \quad \sum_{i} m_{i} t\left(a^{o}\right) \otimes_{A} n_{i} \stackrel{(2)}{=} \sum_{i} m_{i} \otimes_{A} n_{i} s(a) \tag{3}
\end{equation*}
$$

For the sake of clarity, it will be useful to set

$$
\begin{equation*}
a \triangleright m \triangleleft b=s(a) t\left(b^{\circ}\right) m=\eta\left(a \otimes b^{\circ}\right) m \quad \text { and } \quad b \triangleright m \triangleleft a=m s(a) t\left(b^{\circ}\right)=m \eta\left(a \otimes b^{\circ}\right) \tag{4}
\end{equation*}
$$

for $m \in{ }_{\eta} M_{\eta}$ and $a, b \in A$.

## 1. Preliminaries

We begin by collecting some facts about bimodules, corings and bialgebroids that will be needed in the sequel. The aim is to keep the exposition self-contained. Many results and definitions we will present herein hold in a more general context and under less restrictive hypotheses, but we preferred to limit ourselves to the essentials.

Given a (preferably, non-commutative) $\mathbb{k}$-algebra $A$, the category of $A$-bimodules forms a non-strict monoidal category $\left({ }_{A} \operatorname{Mod}_{A}, \otimes_{A}, A, \mathfrak{a}, \mathfrak{l}, \mathfrak{r}\right)$. Nevertheless, all over the paper we will behave as if the structural natural isomorphisms

$$
\mathfrak{a}_{M, N, P}:\left(M \otimes_{A} N\right) \otimes_{A} P \rightarrow M \otimes_{A}\left(N \otimes_{A} P\right), \quad\left(m \otimes_{A} n\right) \otimes_{A} p \rightarrow m \otimes_{A}\left(n \otimes_{A} p\right)
$$

$\mathfrak{l}_{M}: A \otimes_{A} M \rightarrow M, \quad a \otimes_{A} m \mapsto a \cdot m, \quad$ and $\quad \mathfrak{r}_{M}: M \otimes_{A} A \rightarrow M, \quad m \otimes_{A} a \mapsto m \cdot a$, were "the identities", that is, as if ${ }_{A} \operatorname{Mod}_{A}$ was a strict monoidal category.
1.1. Graded and filtered $A$-bimodules. As far as we are concerned, we assume $A$ to be filtered over $\mathbb{Z}$ with filtration

$$
F_{n}(A)=0 \quad \text { for all } n<0 \quad \text { and } \quad F_{n}(A)=A \quad \text { for all } n \geq 0
$$

and we assume it to be graded over $\mathbb{Z}$ with grading

$$
A_{0}=A \quad \text { and } \quad A_{n}=0 \quad \text { for all } n \neq 0
$$

By a graded $A$-bimodule we mean an $A$-bimodule $M$ with a family of $A$-subbimodules $\left\{M_{n} \mid n \in \mathbb{Z}\right\}$ such that $M=\bigoplus_{n \in \mathbb{Z}} M_{n}$. By a filtered $A$-bimodule we mean an $A$-bimodule $M$ with a chain of $A$-subbimodules $\left\{F_{n}(M) \mid n \in \mathbb{Z}\right\}$, that is $F_{p}(M) \subseteq F_{q}(M)$ if $p \leq q$. The filtration is said to be exhaustive if $M=\bigcup_{n \in \mathbb{Z}} F_{n}(M)$. Given a filtered $A$-bimodule $M$, one can consider the associated graded bimodule $\operatorname{gr}(M)$ defined by

$$
\operatorname{gr}_{n}(M):=\frac{F_{n}(M)}{F_{n-1}(M)} \quad \text { and } \quad \operatorname{gr}(M):=\bigoplus_{n \in \mathbb{Z}} \operatorname{gr}_{n}(M)
$$

In what follows we will be interested in positively filtered and graded bimodules, that is, those for which the negative terms are 0 .

Given two filtered bimodules $M, N$, we can perform their tensor product $M \otimes_{A} N$ and this is still a filtered bimodule: the $k$-th term of the filtration on $M \otimes_{A} N$ is the $A$-subbimodule generated by the elements $m \otimes_{A} n$ such that $m \in F_{s}(M), n \in F_{t}(N)$ and $s+t=k$; analogously for two graded $A$-bimodules. With these tensor products, we have that the categories $\left({ }_{A} \mathrm{FMod}_{A}, \otimes_{A}, A\right)$ and $\left({ }_{A} \mathrm{GMod}_{A}, \otimes_{A}, A\right)$ of filtered and graded bimodules, respectively, are monoidal categories (it follows, for instance, from [36, Chapter A, Proposition I.2.14 and Chapter D, Lemma VIII.1]). Morphisms of filtered (respectively, graded) bimodules are $A$-bilinear maps that respect the filtration (respectively, grading).

The result we are principally interested in is that the construction of the graded bimodule associated to a filtered bimodule is functorial (see, for example, [36, chapter D, §III]). Moreover, the natural surjection

$$
\begin{equation*}
\varphi_{M, N}: \operatorname{gr}(M) \otimes_{A} \operatorname{gr}(N) \rightarrow \operatorname{gr}\left(M \otimes_{A} N\right) \tag{5}
\end{equation*}
$$

uniquely determined by

$$
\left(m+F_{s-1}(M)\right) \otimes_{A}\left(n+F_{t-1}(N)\right) \mapsto\left(m \otimes_{A} n\right)+F_{s+t-1}\left(M \otimes_{A} N\right)
$$

for $m \in F_{s}(M)$ and $n \in F_{t}(N)$ (see [36, page 318]), and the isomorphism $\varphi_{0}: A \cong \operatorname{gr}(A)$ endow the functor

$$
\operatorname{gr}(-):_{A} \mathrm{FMod}_{A} \rightarrow_{A} \mathrm{GMod}_{A}, \quad M \mapsto \operatorname{gr}(M),
$$

with a structure of lax monoidal functor (see [1, Definition 3.1]). For further details about filtered and graded bimodules, we refer the reader to [36].
1.2. $A$-corings. Recall that an $A$-coring is a monoid in the monoidal category of $A$ bimodules $\left({ }_{A} \operatorname{Mod}_{A}, \otimes_{A}, A\right)$. More concretely, an $A$-coring is an $A$-bimodule $\mathcal{C}$ endowed with a comultiplication $\Delta_{\mathcal{C}}: \mathcal{C} \rightarrow \mathcal{C} \otimes_{A} \mathcal{C}$ and a counit $\varepsilon_{\mathcal{C}}: \mathcal{C} \rightarrow A$ such that

$$
\begin{equation*}
\left(\Delta_{\mathcal{C}} \otimes_{A} \mathcal{C}\right) \circ \Delta_{\mathcal{C}}=\left(\mathcal{C} \otimes_{A} \Delta_{\mathcal{C}}\right) \circ \Delta_{\mathcal{C}} \quad \text { and } \quad\left(\varepsilon_{\mathcal{C}} \otimes_{A} \mathcal{C}\right) \circ \Delta_{\mathcal{C}}=\mathcal{C}=\left(\mathcal{C} \otimes_{A} \varepsilon_{\mathcal{C}}\right) \circ \Delta_{\mathcal{C}} \tag{6}
\end{equation*}
$$

For the general theory of corings and their comodules, we refer to [8].
Later on, we will be particularly interested in (exhaustively) filtered $A$-corings such that the associated graded components are projective as $A$-bimodules. These are $A$ corings $\mathcal{C}$ endowed with an increasing filtration $\left\{F_{n}(\mathcal{C}) \mid n \in \mathbb{N}\right\}$ as $A$-bimodules such that $\mathcal{C}=\bigcup_{n} F_{n}(\mathcal{C}), \operatorname{gr}_{n}(\mathcal{C})=F_{n}(\mathcal{C}) / F_{n-1}(\mathcal{C})$ is a projective $A$-bimodule and

$$
\begin{equation*}
\Delta_{\mathcal{C}}\left(F_{n}(\mathcal{C})\right) \subseteq \sum_{i+j=n} F_{i}(\mathcal{C}) \otimes_{A} F_{j}(\mathcal{C}) \tag{7}
\end{equation*}
$$

for all $n \geq 0$ (that is to say, $\Delta_{\mathcal{C}}$ is a morphism of filtered $A$-bimodules). We will refer to these $A$-corings as graded projective filtered $A$-corings. By convention, we put $F_{-1}(\mathcal{C})=0$. Notice that the inclusion (7) makes sense in view of the following well-known result for filtered (bi)modules (see, for instance, [17, Lemma B.1]).

Lemma 1.1. Let $\mathcal{C}$ be an $A$-bimodule with filtration $\left\{F_{n}(\mathcal{C}) \mid n \in \mathbb{N}\right\}$ such that $\operatorname{gr}_{n}(\mathcal{C})$ is a projective $A$-bimodule for all $n \geq 0$. Then

$$
\begin{equation*}
F_{n}(\mathcal{C}) \cong \bigoplus_{k=0}^{n} \frac{F_{k}(\mathcal{C})}{F_{k-1}(\mathcal{C})} \tag{8}
\end{equation*}
$$

for all $n \geq 0$ and so $F_{n}(\mathcal{C})$ is a projective $A$-bimodule. Moreover, the canonical map $\operatorname{gr}(\mathcal{C}) \otimes_{A} \operatorname{gr}(\mathcal{C}) \rightarrow \operatorname{gr}\left(\mathcal{C} \otimes_{A} \mathcal{C}\right), \quad\left(\xi+F_{h}(\mathcal{C})\right) \otimes_{A}\left(\xi^{\prime}+F_{k}(\mathcal{C})\right) \mapsto \xi \otimes_{A} \xi^{\prime}+F_{h+k+1}\left(\mathcal{C} \otimes_{A} \mathcal{C}\right)$, from (5) is an isomorphism of A-bimodules. If, in addition, the filtration $\left\{F_{n}(\mathcal{C}) \mid n \in \mathbb{N}\right\}$ is exhaustive, then $\mathcal{C} \cong \operatorname{gr}(\mathcal{C})$ as $A$-bimodules and, in particular, $\mathcal{C}$ is a projective $A$-bimodule.

Proof. By definition and projectivity of $\operatorname{gr}_{n}(\mathcal{C})$, we have a split short exact sequence

$$
0 \longrightarrow F_{n-1}(\mathcal{C}) \longrightarrow F_{n}(\mathcal{C}) \longrightarrow \operatorname{gr}_{n}(\mathcal{C}) \longrightarrow 0
$$

of $A$-bimodules, which implies that, as $A$-bimodules,

$$
F_{n}(\mathcal{C}) \cong F_{n-1}(\mathcal{C}) \oplus \operatorname{gr}_{n}(\mathcal{C})
$$

By proceeding recursively, one reaches (8). The second claim follows from [31, Theorem C.24, p. 93]. About the last claim in the statement, saying that the filtration is exhaustive means that $\mathcal{C} \cong{\underset{\longrightarrow}{l}}_{n}\left(F_{n}(\mathcal{C})\right)$ as $A$-bimodules. Since (8) means that $F_{n}(\mathcal{C}) \cong F_{n}(\operatorname{gr}(\mathcal{C}))$ as $A$-bimodules, we have that $\mathcal{C} \cong{\underset{\longrightarrow}{\longrightarrow}}^{\lim _{n}}\left(F_{n}(\mathcal{C})\right) \cong \varliminf_{n}\left(F_{n}(\operatorname{gr}(\mathcal{C}))\right) \cong \operatorname{gr}(\mathcal{C})$ as claimed.

Analogously to the theory of filtered coalgebras (see, for example, [48, §11.1]), the graded $A$-bimodule $\operatorname{gr}(\mathcal{C})$ associated to a graded projective filtered $A$-coring $\mathcal{C}$ becomes a graded $A$-coring in a natural way, as the subsequent Proposition 1.2 formalize.

For the sake of clarity, by a graded $A$-coring we mean an $A$-coring $\mathcal{D}$ endowed with an $\mathbb{N}$-grading $\left\{\mathcal{D}_{n} \mid n \in \mathbb{N}\right\}$ as $A$-bimodule such that every $\mathcal{D}_{n}$ is projective as $A$-bimodule,

$$
\Delta_{\mathcal{D}}\left(\mathcal{D}_{n}\right) \subseteq \bigoplus_{i+j=n} \mathcal{D}_{i} \otimes_{A} \mathcal{D}_{j} \quad \text { for all } n \in \mathbb{N} \text { and } \quad \varepsilon_{\mathcal{D}}\left(\mathcal{D}_{n}\right)=0 \quad \text { for all } n \geq 1
$$

It can be seen as a comonoid in the monoidal category of graded $A$-bimodules. Notice that $\Delta_{\mathcal{D}}$ is uniquely determined by the $A$-bilinear maps

$$
\Delta_{\mathcal{D}}^{[n]}: \mathcal{D}_{n} \rightarrow \bigoplus_{i+j=n} \mathcal{D}_{i} \otimes_{A} \mathcal{D}_{j}
$$

obtained by (co)restriction of $\Delta_{\mathcal{D}}$ to the graded components of $\mathcal{D}$ and $\mathcal{D} \otimes_{A} \mathcal{D}$ and which, in turn, are uniquely determined by the $A$-bilinear maps

$$
\begin{equation*}
\Delta_{\mathcal{D}}^{[h, k]}:=\left(\mathcal{D}_{n} \xrightarrow{\Delta_{D}^{[n]}} \bigoplus_{i+j=n} \mathcal{D}_{i} \otimes_{A} \mathcal{D}_{j} \xrightarrow{p_{h, k}^{D}} \mathcal{D}_{h} \otimes_{A} \mathcal{D}_{k}\right) \tag{9}
\end{equation*}
$$

for all $n \geq 0$ and for all $h+k=n$. Following [3, Definition 2.2], we say that the graded $A$-coring $\mathcal{D}$ is strongly graded whenever $\Delta_{\mathcal{D}}^{[h, k]}$ is injective for all $h, k \in \mathbb{N}$.

Proposition 1.2. Let $\mathcal{C}$ be a graded projective filtered $A$-coring. Then the $A$-coring structure on $\mathcal{C}$ induces an $A$-coring structure on $\operatorname{gr}(\mathcal{C})$. Moreover, for any morphism of graded projective filtered $A$-corings $f: \mathcal{C} \rightarrow \mathcal{B}$, the induced graded $A$-bilinear morphism $\operatorname{gr}(f): \operatorname{gr}(\mathcal{C}) \rightarrow \operatorname{gr}(\mathcal{B})$ is a morphism of graded $A$-corings.

Proof. The first claim follows from the functoriality of $\operatorname{gr}(-)$ and from the fact that $\Delta_{\mathcal{C}}: \mathcal{C} \rightarrow \mathcal{C} \otimes_{A} \mathcal{C}$ and $\varepsilon_{\mathcal{C}}: \mathcal{C} \rightarrow A$ are filtered morphisms of $A$-bimodules. In fact, they induce graded morphisms of $A$-bimodules

$$
\operatorname{gr}(\mathcal{C}) \xrightarrow{\operatorname{gr}\left(\Delta_{\mathcal{C}}\right)} \operatorname{gr}\left(\mathcal{C} \otimes_{A} \mathcal{C}\right) \cong \operatorname{gr}(\mathcal{C}) \otimes_{A} \operatorname{gr}(\mathcal{C}) \quad \text { and } \quad \operatorname{gr}(\mathcal{C}) \xrightarrow{\operatorname{gr}\left(\varepsilon_{\mathcal{C}}\right)} \operatorname{gr}(A) \cong A,
$$

which provides an $A$-coring structure on $\operatorname{gr}(\mathcal{C})$, since $\operatorname{gr}(-)$ is lax monoidal. Concerning the second claim, it is enough to apply $\operatorname{gr}(-)$ to the diagrams expressing the comultiplicativity and counitality of $f$.

Remark 1.3. For any morphism $f: \mathcal{C} \rightarrow \mathcal{B}$ of filtered $A$-corings, we have that
commutes for all $n \geq 0$.
Corollary 1.4 (of Proposition 1.2). The assignment $\mathcal{C} \mapsto \operatorname{gr}(\mathcal{C})$ induces a functor $\operatorname{gr}(-)$ from the category of graded projective filtered $A$-corings to the category of graded $A$-corings.
1.3. $A$-bialgebroids. Next, we recall the definition of a left bialgebroid. It can be considered as a revised version of the notion of a $\times_{A}$-bialgebra as it appears in [45, Definition 4.3]. However, we prefer to mimic [29] as presented in [7, Definition 2.2] (in light of [7, Theorem 3.1], this is something we may do).

Definition 1.5. A left bialgebroid is the datum consisting of
(B1) a pair $(A, \mathcal{B})$ of $\mathbb{k}$-algebras, called the base algebra and the total algebra respectively,
(B2) a k-algebra map $\eta_{\mathcal{B}}: A^{e} \rightarrow \mathcal{B}$, inducing a source $s_{\mathcal{B}}: A \rightarrow \mathcal{B}$ and a target $t_{\mathcal{B}}: A^{\circ} \rightarrow \mathcal{B}$ which are $\mathbb{k}$-algebra maps, and making of $\mathcal{B}$ an $A^{e}$-bimodule,
(B3) an $A$-coring structure ( $\mathcal{B}, \Delta_{\mathcal{B}}, \varepsilon_{\mathcal{B}}$ ) on the $A$-bimodule ${ }_{\eta} \mathcal{B}={ }_{s} \mathcal{B}_{t^{\circ}}$,
satisfying
(B4) $\Delta_{\mathcal{B}}$ takes values into $\mathcal{B} \times{ }_{A} \mathcal{B}$ and $\Delta_{\mathcal{B}}: \mathcal{B} \rightarrow \mathcal{B} \times{ }_{A} \mathcal{B}$ is a morphism of $\mathbb{k}$-algebras, where the algebra structure on $\mathcal{B} \times{ }_{A} \mathcal{B}$ is given by the component-wise product

$$
\begin{equation*}
\left(\xi \otimes_{A} \zeta\right)\left(\xi^{\prime} \otimes_{A} \zeta^{\prime}\right)=\xi \xi^{\prime} \otimes_{A} \zeta \zeta^{\prime} \tag{11}
\end{equation*}
$$

for all $\xi, \xi^{\prime}, \zeta, \zeta^{\prime} \in \mathcal{B}$,
(B5) $\varepsilon_{\mathcal{B}}\left(\xi s_{\mathcal{B}}\left(\varepsilon\left(\xi^{\prime}\right)\right)\right)=\varepsilon_{\mathcal{B}}\left(\xi \xi^{\prime}\right)=\varepsilon_{\mathcal{B}}\left(\xi t_{\mathcal{B}}\left(\varepsilon_{\mathcal{B}}\left(\xi^{\prime}\right)^{o}\right)\right)$ for all $\xi, \xi^{\prime} \in \mathcal{B}$.
(B6) $\varepsilon_{\mathcal{B}}\left(1_{\mathcal{B}}\right)=1_{A}$.
A $\mathbb{k}$-linear map $\varepsilon_{\mathcal{B}}: \mathcal{B} \rightarrow A$ which is left $A^{e}$-linear and satisfies (B5) and (B6) is called a left character on the $A^{e}$-ring $\mathcal{B}$ (see [5, Lemma 2.5 and following]).

A morphism of left bialgebroids from $(A, \mathcal{B})$ to $\left(A^{\prime}, \mathcal{B}^{\prime}\right)$ is a pair of $\mathbb{k}$-algebra morphisms $\phi_{0}: A \rightarrow A^{\prime}$ and $\phi_{1}: \mathcal{B} \rightarrow \mathcal{B}^{\prime}$ such that

$$
\phi_{1} \circ s_{\mathcal{B}}=s_{\mathcal{B}^{\prime}} \circ \phi_{0}, \quad \phi_{1} \circ t_{\mathcal{B}}=t_{\mathcal{B}^{\prime}} \circ \phi_{0}, \quad \varepsilon_{\mathcal{B}^{\prime}} \circ \phi_{1}=\phi_{0} \circ \varepsilon_{\mathcal{B}}
$$

and

commutes. In this paper we will focus on left bialgebroids over a fixed base algebra $A$, that we call left $A$-bialgebroids. A morphism of left $A$-bialgebroids between $\mathcal{B}$ and $\mathcal{B}^{\prime}$ is then an algebra $\operatorname{map} \phi: \mathcal{B} \rightarrow \mathcal{B}^{\prime}$ such that

$$
\phi \circ s_{\mathcal{B}}=s_{\mathcal{B}^{\prime}}, \quad \phi \circ t_{\mathcal{B}}=t_{\mathcal{B}^{\prime}}, \quad \varepsilon_{\mathcal{B}^{\prime}} \circ \phi=\varepsilon_{\mathcal{B}}, \quad\left(\phi \otimes_{A} \phi\right) \circ \Delta_{\mathcal{B}}=\Delta_{\mathcal{B}^{\prime}} \circ \phi .
$$

The category of left $A$-bialgebroids will be denoted by Bialgd ${ }_{A}$.
We will often omit to specify the $A$-bialgebroid $\mathcal{B}$ in writing the comultiplication $\Delta_{\mathcal{B}}$ or the counit $\varepsilon_{\mathcal{B}}$, when it is clear from the context.

Remark 1.6. Let us make explicit some of the relations involved in the definition of a left bialgebroid and some of their consequences. In terms of elements of $A$ and $\mathcal{B}$, and by resorting to Sweedler Sigma Notation, relations (6) become

$$
\begin{align*}
& \sum \xi_{(1)(1)} \otimes_{A} \xi_{(1)(2)} \otimes_{A} \xi_{(2)}=\sum \xi_{(1)} \otimes_{A} \xi_{(2)(1)} \otimes_{A} \xi_{(2)(2)} \\
& \text { and } \quad \sum s\left(\varepsilon\left(\xi_{(1)}\right)\right) \xi_{(2)}=\xi=\sum t\left(\varepsilon\left(\xi_{(2)}\right)^{o}\right) \xi_{(1)} \tag{12}
\end{align*}
$$

for all $\xi \in \mathcal{B}$. Moreover, for all $a, b \in A$ the $A$-bilinearity of $\Delta$ forces

$$
\sum\left(s(a) t\left(b^{o}\right) \xi\right)_{(1)} \otimes_{A}\left(s(a) t\left(b^{o}\right) \xi\right)_{(2)}=\sum s(a) \xi_{(1)} \otimes_{A} t\left(b^{o}\right) \xi_{(2)}
$$

In particular,

$$
\begin{equation*}
\Delta(s(a))=s(a) \otimes_{A} 1_{\mathcal{B}} \quad \text { and } \quad \Delta\left(t\left(a^{o}\right)\right)=1_{\mathcal{B}} \otimes_{A} t\left(a^{o}\right) \tag{13}
\end{equation*}
$$

for all $a \in A$. As a consequence, the multiplicativity of $\Delta$ forces

$$
\begin{align*}
& \Delta(\xi s(a))=\Delta(\xi) \Delta(s(a)) \\
& \Delta\left(\xi t\left(a^{o}\right)\right)=\Delta(\xi) \Delta\left(t\left(a_{(1)}^{o}\right)\right)  \tag{14}\\
&\left.\Delta \otimes_{A} \xi_{(2)}\right)\left(s(a) \otimes_{A} 1_{\mathcal{B}}\right)=\sum \xi_{(1)} s(a) \otimes_{A} \xi_{(2)}, \\
&\left.\xi_{(1)} \otimes_{A} \xi_{(2)}\right)\left(1_{\mathcal{B}} \otimes_{A} t\left(a^{o}\right)\right)=\sum \xi_{(1)} \otimes_{A} \xi_{(2)} t\left(a^{o}\right),
\end{align*}
$$

for all $\xi \in \mathcal{B}$. The $A$-bilinearity of $\varepsilon$ becomes

$$
\begin{equation*}
\varepsilon\left(s(a) t\left(b^{\circ}\right) \xi\right)=a \varepsilon(\xi) b \tag{15}
\end{equation*}
$$

and since it also preserves the unit, we have that

$$
\begin{equation*}
\varepsilon(s(a))=\varepsilon\left(s(a) 1_{\mathcal{B}}\right)=a \varepsilon\left(1_{\mathcal{B}}\right)=a=\varepsilon\left(1_{\mathcal{B}}\right) a=\varepsilon\left(t\left(a^{o}\right)\right) . \tag{16}
\end{equation*}
$$

Therefore, in light of the character condition on $\varepsilon$,

$$
\begin{equation*}
\varepsilon(\xi s(a)) \stackrel{(\mathrm{B} 5)}{=} \varepsilon\left(\xi t\left(\varepsilon(s(a))^{o}\right)\right) \stackrel{(16)}{=} \varepsilon\left(\xi t\left(a^{o}\right)\right) \tag{17}
\end{equation*}
$$

One may also define, in a symmetric way, the notion of a right bialgebroid (see [28, §2]). Henceforth, however, all the bialgebroids we consider will be left bialgebroids, whence we will often omit to specify the adjective "left".

Example 1.7. Let us give some examples.
(a) Any bialgebra over a field $\mathbb{k}$ is a $\mathbb{k}$-bialgebroid.
(b) On the algebra $A \otimes A^{\circ}$ we may consider the morphisms

$$
\begin{gathered}
s: A \rightarrow A \otimes A^{o}, \quad a \mapsto a \otimes 1^{o}, \quad t: A^{o} \rightarrow A \otimes A^{o}, \quad b^{o} \mapsto 1 \otimes b^{o}, \\
\Delta: A \otimes A^{o} \rightarrow\left(A \otimes A^{\circ}\right) \otimes_{A}\left(A \otimes A^{o}\right), \quad a \otimes b^{o} \mapsto\left(a \otimes 1^{o}\right) \otimes_{A}\left(1 \otimes b^{o}\right), \\
\varepsilon: A \otimes A^{o} \rightarrow A, \quad a \otimes b^{o} \mapsto a b .
\end{gathered}
$$

These make of $A \otimes A^{\circ}$ an $A$-bialgebroid (see [29, Example 3.1]).
(c) Assume that $A$ is a finite-dimensional algebra over $\mathbb{k}$ and set $\mathcal{B}:=\operatorname{End}_{\mathfrak{k}}(A)$. Consider $s: A \rightarrow \mathcal{B}$ given by left multiplication and $t: A \rightarrow \mathcal{B}$ given by right multiplication. The morphism

$$
\mathcal{B} \otimes \mathcal{B} \rightarrow \operatorname{Hom}_{\mathrm{k}}(A \otimes A, A), \quad f \otimes g \mapsto[a \otimes b \mapsto f(a) g(b)]
$$

induces an isomorphism $\mathcal{B} \otimes_{A} \mathcal{B} \cong \operatorname{Hom}_{\mathrm{k}}(A \otimes A, A)$. In view of this, one can endow $\mathcal{B}$ with a structure of $A$-bialgebroid with source $s$, target $t, \Delta$ given by

$$
\Delta(f)(a \otimes b)=f(a b)
$$

(up to the latter isomorphism) and $\varepsilon$ by evaluation at $1_{A}$ (see [29, page 56]).
(d) Let $R \rightarrow S$ be a depth two ring extension (see [28, Definition 3.1]) and set $A:=C_{S}(R)$, the centralizer of $R$ in $S$. Then the ring of endomorphisms $\mathcal{B}:=\operatorname{End}_{R}(S)$ of $S$ as an $R$-bimodule satisfies

$$
\mathcal{B} \otimes_{A} \mathcal{B} \cong{ }_{R} \operatorname{Hom}_{R}\left(S \otimes_{R} S, S\right), \quad f \otimes_{A} g \mapsto\left[s \otimes_{R} s^{\prime} \mapsto f(s) g\left(s^{\prime}\right)\right]
$$

as above (see [28, Proposition 3.11]) and we may endow it with an $A$-bialgebroid structure exactly as in (c) ([28, Theorem 4.1]).
(e) Let $(H, m, u, \Delta, \varepsilon)$ be a bialgebra and let $A$ be a braided commutative algebra in ${ }_{H}^{H} \mathcal{Y} \mathcal{D}$. This means that $A$ is at the same time a left $H$-module algebra (that is, an algebra in the monoidal category ( ${ }_{H}$ Mod, $\otimes, \mathbb{k}$ ) of left $H$-modules) with action $H \otimes A \rightarrow A, h \otimes a \mapsto h \cdot a$, satisfying

$$
h \cdot(a b)=\sum\left(h_{(1)} \cdot a\right)\left(h_{(2)} \cdot b\right) \quad \text { and } \quad h \cdot 1_{A}=\varepsilon(h) 1_{A}
$$

for all $h \in H, a, b \in A$, and a left $H$-comodule algebra with coaction $\rho: A \rightarrow H \otimes A$, satisfying

$$
\rho(a b)=\sum a_{(-1)} b_{(-1)} \otimes a_{(0)} b_{(0)} \quad \text { and } \quad \rho\left(1_{A}\right)=1_{H} \otimes 1_{A}
$$

for all $a, b \in A$. Furthermore, these structures are required to satisfy

$$
\sum h_{(1)} a_{(-1)} \otimes h_{(2)} \cdot a_{(0)}=\sum\left(h_{(1)} \cdot a\right)_{(-1)} h_{(2)} \otimes\left(h_{(1)} \cdot a\right)_{(0)}
$$

and $\sum\left(a_{(-1)} \cdot b\right) a_{(0)}=a b$ for all $a, b \in A$ and $h \in H$ (the latter expresses the braided commutativity). Under these conditions, the smash product algebra $H \# A$ is an $A$ bialgebroid with

$$
\begin{gathered}
(h \otimes a)\left(h^{\prime} \otimes b\right)=\sum h_{(1)} h^{\prime} \otimes\left(h_{(2)} \cdot b\right) a, \quad 1_{H \# A}=1_{H} \otimes 1_{A}, \\
s(a)=\sum a_{(-1)} \otimes a_{(0)}, \quad t\left(a^{o}\right)=1_{H} \otimes a, \\
\Delta(h \otimes a)=\sum\left(h_{(1)} \otimes 1_{A}\right) \otimes_{A}\left(h_{(2)} \otimes a\right) \quad \text { and } \quad \varepsilon(h \otimes a)=\varepsilon(h) a
\end{gathered}
$$

for all $a, b \in A, h, h^{\prime} \in H$. This is a left-left symmetrical version of [5, Example 3.4.7] and [7, Theorem 4.1].
(f) Connes-Moscovici bialgebroid (see [10, 40] and [5, Example 3.4.6]). Let $H$ be a Hopf algebra (in fact, a bialgebra would suffice) and let $A$ be an $H$-module algebra. The vector space $\mathcal{B}:=A \otimes H \otimes A$ becomes an algebra via

$$
\begin{equation*}
(a \otimes h \otimes b)\left(a^{\prime} \otimes h^{\prime} \otimes b^{\prime}\right)=\sum a\left(h_{(1)} \cdot a^{\prime}\right) \otimes h_{(2)} h^{\prime} \otimes\left(h_{(3)} \cdot b^{\prime}\right) b \tag{18}
\end{equation*}
$$

and unit $1_{A} \otimes 1_{H} \otimes 1_{A}$. It can be endowed with an $A$-bialgebroid structure as follows

$$
\begin{gathered}
s_{\mathcal{B}}(a):=a \otimes 1_{H} \otimes 1_{A}, \quad t_{\mathcal{B}}\left(a^{o}\right):=1_{A} \otimes 1_{H} \otimes a, \\
\Delta_{\mathcal{B}}(a \otimes h \otimes b):=\sum\left(a \otimes h_{(1)} \otimes 1_{A}\right) \otimes_{A}\left(1_{A} \otimes h_{(2)} \otimes b\right), \\
\varepsilon_{\mathcal{B}}(a \otimes h \otimes b):=a \varepsilon_{H}(h) b .
\end{gathered}
$$

Following [40], we will denote this bialgebroid by $A \odot H \odot A$, avoiding the use of symbols like \# or $\ltimes, \rtimes$ in order to avoid confusion with two-sided smash/crossed products in the sense of [19]. Notice that for all $a, a^{\prime}, b, b^{\prime} \in A$ and $h \in H$ we have

$$
\begin{aligned}
& a \triangleright\left(a^{\prime} \otimes h \otimes b^{\prime}\right) \triangleleft b \stackrel{(4)}{=}\left(a \otimes 1_{H} \otimes 1_{A}\right)\left(1_{A} \otimes 1_{H} \otimes b\right)\left(a^{\prime} \otimes h \otimes b^{\prime}\right) \stackrel{(18)}{=} a a^{\prime} \otimes h \otimes b^{\prime} b, \\
& a \triangleright\left(a^{\prime} \otimes h \otimes b^{\prime}\right) \triangleleft b \stackrel{(4)}{=}\left(a^{\prime} \otimes h \otimes b^{\prime}\right)\left(b \otimes 1_{H} \otimes 1_{A}\right)\left(1_{A} \otimes 1_{H} \otimes a\right) \\
& \stackrel{(18)}{=} \sum a^{\prime}\left(h_{(1)} \cdot b\right) \otimes h_{(2)} \otimes\left(h_{(3)} \cdot a\right) b^{\prime} .
\end{aligned}
$$

Remark 1.8. It is known that an $A^{e}$-ring is a left bialgebroid if and only if the category ${ }_{\mathcal{B}}$ Mod of left $\mathcal{B}$-modules is monoidal in such a way that the forgetful functor ${ }_{\mathcal{B}} \operatorname{Mod} \rightarrow{ }_{A} \mathrm{Mod}$ is a monoidal functor (see, for example, [45, Theorem 5.1]). In particular, the tensor product of two $\mathcal{B}$-modules $M$ and $N$ is $M \otimes_{A} N$ with diagonal action $\xi \cdot\left(m \otimes_{A} n\right):=$ $\sum\left(\xi_{(1)} \cdot m\right) \otimes_{A}\left(\xi_{(2)} \cdot n\right)$ and $A$ is a $\mathcal{B}$-module with

$$
\begin{equation*}
\xi \cdot a:=\varepsilon\left(\xi t\left(a^{o}\right)\right) \stackrel{(17)}{=} \varepsilon(\xi s(a)) . \tag{19}
\end{equation*}
$$

It is, in fact, a left $\mathcal{B}$-module algebra (see [5, §3.7.1] for a right-handed analogue). In particular, for all $a, b \in A$ and all $\xi \in \mathcal{B}$ we have

$$
\begin{equation*}
\sum\left(\xi_{(1)} \cdot a\right)\left(\xi_{(2)} \cdot b\right)=\xi \cdot a b \quad \text { and } \quad \xi \cdot 1_{A}=\varepsilon(\xi) \tag{20}
\end{equation*}
$$

## 2. The Connes-Moscovici bialgebroid as universal $A^{e}$-Ring

In this section we introduce $A$-anchored Lie algebras and we show that the ConnesMoscovici bialgebroid $A \odot U_{\mathrm{k}}(L) \odot A$ naturally associated to an $A$-anchored Lie algebra satisfies a universal property as $A^{e}$-ring. In particular, unless stated otherwise, we assume to work over a fixed base algebra $A$, possibly non-commutative. We conclude the section with an extension of the PBW theorem to bialgebroids of the form $A \odot U_{\mathrm{k}}(L) \odot A$.

## 2.1. $A$-anchored Lie algebras.

Definition 2.1. An $A$-anchored Lie algebra is an ordinary Lie algebra $L$ over $\mathbb{k}$ together with a Lie algebra morphism $\omega: L \rightarrow \operatorname{Der}_{k}(A)$, called the anchor. We will often write $X \cdot a$ for $\omega(X)(a)$. A morphism of $A$-anchored Lie algebras between $(L, \omega)$ and $\left(L^{\prime}, \omega^{\prime}\right)$ is a Lie algebra morphism $f: L \rightarrow L^{\prime}$ such that $\omega^{\prime} \circ f=\omega$. The category of $A$-anchored Lie algebras and their morphisms will be denoted by AnchLie ${ }_{A}$. As a matter of notation, we may write simply $(A, L, \omega)$ to mean the $A$-anchored Lie algebra $(L, \omega)$.
Remark 2.2. The reader needs to be warned that the terminology " $A$-anchored" used here is inspired from the literature, but it neither strictly coincides with the classical notion of $A$-anchored module, nor it properly extends it. In fact, in the literature, an " $A$-anchored module" [42, §1] (also called " $A$-module with arrow" $[41, \S 3]$ or " $A$-module fléché" $[43, \S 1]$ ) is an $A$-module $M$ over a commutative algebra $A$ together with an $A$-linear map $M \rightarrow \operatorname{Der}_{\mathrm{k}}(A)$. Since, in the present framework, $A$ is assumed to be preferably non-commutative, the vector space $\operatorname{Der}_{\mathrm{k}}(A)$ does not carry any natural $A$-module structure and hence we do not have any reasonable way to speak about an $A$-linear anchor. In spite of this, in order to limit the proliferation of different terminology in the field and trusting that the non-commutative context will help in distinguishing between the two notions, we decided to adopt the term " $A$-anchored" in this framework as well.
Example 2.3. Let us give a few important examples.
(a) The Lie algebra $\operatorname{Der}_{\mathrm{k}}(A)$ with the identity map is an $A$-anchored Lie algebra.
(b) Any Lie algebra $L$ is a $U_{k}(L)$-anchored Lie algebra.
(c) Any $\mathbb{k}$-algebra $A$, with the associated Lie algebra structure $\mathcal{L}(A)=\left(A,[-,-]_{A}\right)$ given by the commutator bracket, is an $A$-anchored Lie algebra with anchor induced by the adjoint representation. Namely,

$$
\mathcal{L}(A) \rightarrow \operatorname{Der}_{\mathrm{k}}(A), \quad a \mapsto\left[b \mapsto[a, b]_{A}\right] .
$$

(d) A Lie-Rinehart algebra over a commutative algebra $R$ (called in this way in honour of G. S. Rinehart, who studied them in [44] under the name of ( $K, R$ )-Lie algebras) is a Lie algebra $L$ endowed with a (left) $R$-module structure $R \otimes L \rightarrow L, r \otimes X \mapsto r \cdot X$, and with a Lie algebra morphism $\omega: L \rightarrow \operatorname{Der}_{\mathrm{k}}(R)$ such that, for all $r \in R$ and $X, Y \in L$,

$$
\omega(r \cdot X)=r \cdot \omega(X) \quad \text { and } \quad[X, r \cdot Y]=r \cdot[X, Y]+\omega(X)(r) \cdot Y .
$$

Clearly, any Lie-Rinehart algebra over $R$ is an $R$-anchored Lie algebra.
(e) Let $\mathcal{B}$ be an $A$-bialgebroid and consider the vector space of primitive elements

$$
\operatorname{Prim}(\mathcal{B}):=\left\{X \in \mathcal{B} \mid \Delta(X)=X \otimes_{A} 1+1 \otimes_{A} X\right\} .
$$

This is a Lie algebra with the commutator bracket. Assume that $X \in \operatorname{Prim}(\mathcal{B})$. In light of Equation (20), $X$ acts on $A$ by derivations, which means that the assignment

$$
\omega_{\mathcal{B}}: \operatorname{Prim}(\mathcal{B}) \rightarrow \operatorname{Der}_{\mathrm{k}}(A), \quad X \mapsto X \cdot(-),
$$

is well-defined. Moreover,

$$
\omega_{\mathcal{B}}(X Y-Y X)(a)=(X Y) \cdot a-(Y X) \cdot a=X \cdot(Y \cdot a)-Y \cdot(X \cdot a)
$$

$$
=\omega_{\mathcal{B}}(X)\left(\omega_{\mathcal{B}}(Y)(a)\right)-\omega_{\mathcal{B}}(Y)\left(\omega_{\mathcal{B}}(X)(a)\right)=\left[\omega_{\mathcal{B}}(X), \omega_{\mathcal{B}}(Y)\right](a)
$$

implies that $\omega_{\mathcal{B}}$ is a morphism of Lie algebras and hence it is an anchor for $\operatorname{Prim}(\mathcal{B})$. As a matter of notation, we write $\theta_{\mathcal{B}}: \operatorname{Prim}(\mathcal{B}) \rightarrow \mathcal{B}$ for the canonical inclusion.

Definition 2.4. Assume that $(L, \omega)$ is an $A$-anchored Lie algebra.
(L1) An $A$-anchored Lie ideal $\left(L^{\prime}, \omega^{\prime}\right)$ in $(L, \omega)$ is a Lie ideal $L^{\prime}$ in $L$ together with an anchor $\omega^{\prime}$ such that the inclusion $L^{\prime} \subseteq L$ is a morphism in AnchLie ${ }_{A}$. Equivalently, it is vector subspace $L^{\prime} \subseteq L$ such that $\left[X, X^{\prime}\right]_{L} \in L^{\prime}$ for all $X^{\prime} \in L^{\prime}, X \in L$ with anchor $\omega^{\prime}$ given by the restriction of $\omega$.
(L2) An $A$-anchored Lie subalgebra $\left(L^{\prime \prime}, \omega^{\prime \prime}\right)$ in $(L, \omega)$ is a Lie subalgebra $L^{\prime \prime}$ of $L$ together with an anchor $\omega^{\prime \prime}$ such that the inclusion $L^{\prime \prime} \subseteq L$ is a morphism in AnchLie ${ }_{A}$. Equivalently, it is a vector subspace $L^{\prime \prime} \subseteq L$ such that $\left[X^{\prime \prime}, Y^{\prime \prime}\right]_{L} \in L^{\prime \prime}$ for all $X^{\prime \prime}, Y^{\prime \prime} \in L^{\prime \prime}$ with anchor $\omega^{\prime \prime}$ given by the restriction of $\omega$.
(L3) If we have two $A$-anchored Lie algebras $\left(L^{\prime}, \omega^{\prime}\right)$ and ( $L^{\prime \prime}, \omega^{\prime \prime}$ ) and a Lie algebra morphism $\delta: L^{\prime \prime} \rightarrow \operatorname{Der}_{\mathrm{k}}\left(L^{\prime}\right)$ such that

$$
\begin{equation*}
\left[\omega^{\prime \prime}\left(X^{\prime \prime}\right), \omega^{\prime}\left(X^{\prime}\right)\right]=\omega^{\prime}\left(\delta\left(X^{\prime \prime}\right)\left(X^{\prime}\right)\right) \tag{21}
\end{equation*}
$$

in $\operatorname{Der}_{\mathrm{kk}}(A)$ for all $X^{\prime} \in L^{\prime}$ and all $X^{\prime \prime} \in L^{\prime \prime}$, then we define the semi-direct product of $\left(L^{\prime}, \omega^{\prime}\right)$ and $\left(L^{\prime \prime}, \omega^{\prime \prime}\right)$ to be the $\mathbb{k}$-vector space $L^{\prime \prime} \times L^{\prime}$ with Lie bracket

$$
\begin{equation*}
\left[\left(X^{\prime \prime}, X^{\prime}\right),\left(Y^{\prime \prime}, Y^{\prime}\right)\right]:=\left(\left[X^{\prime \prime}, Y^{\prime \prime}\right]_{L^{\prime \prime}}, \delta\left(X^{\prime \prime}\right)\left(Y^{\prime}\right)-\delta\left(Y^{\prime \prime}\right)\left(X^{\prime}\right)+\left[X^{\prime}, Y^{\prime}\right]_{L^{\prime}}\right) \tag{22}
\end{equation*}
$$

and anchor

$$
\begin{equation*}
L \rightarrow \operatorname{Der}_{\mathrm{k}}(A), \quad\left(X^{\prime \prime}, X^{\prime}\right) \mapsto \omega^{\prime \prime}\left(X^{\prime \prime}\right)+\omega^{\prime}\left(X^{\prime}\right) \tag{23}
\end{equation*}
$$

We denote it by $\left(L^{\prime \prime} \ltimes_{\delta} L^{\prime}, \omega_{\delta}\right)$.
For the sake of brevity, from now on we will only speak about ideals and subalgebras without reporting the syntagma " $A$-anchored Lie" in front. Definition $2.4(\mathrm{~L} 3)$ is consistent in view of the following results.

Lemma 2.5. The semi-direct product $(L, \omega)$ of two A-anchored Lie algebras $\left(L^{\prime}, \omega^{\prime}\right)$ and $\left(L^{\prime \prime}, \omega^{\prime \prime}\right)$ is an $A$-anchored Lie algebra.

Proof. The fact that the semi-direct product is a Lie algebra follows from the fact that, as Lie algebras, it is the semi-direct product of $L^{\prime}$ and $L^{\prime \prime}$. Thus we only need to check that $\omega_{\delta}$ is a Lie algebra morphism. To this aim, we compute directly

$$
\begin{aligned}
& {\left[\omega_{\delta}\left(\left(X^{\prime \prime}, X^{\prime}\right)\right), \omega_{\delta}\left(\left(Y^{\prime \prime}, Y^{\prime}\right)\right)\right] \stackrel{(23)}{=}\left[\omega^{\prime \prime}\left(X^{\prime \prime}\right)+\omega^{\prime}\left(X^{\prime}\right), \omega^{\prime \prime}\left(Y^{\prime \prime}\right)+\omega^{\prime}\left(Y^{\prime}\right)\right]} \\
& =\left[\omega^{\prime \prime}\left(X^{\prime \prime}\right), \omega^{\prime \prime}\left(Y^{\prime \prime}\right)\right]+\left[\omega^{\prime}\left(X^{\prime}\right), \omega^{\prime \prime}\left(Y^{\prime \prime}\right)\right]+\left[\omega^{\prime \prime}\left(X^{\prime \prime}\right), \omega^{\prime}\left(Y^{\prime}\right)\right]+\left[\omega^{\prime}\left(X^{\prime}\right), \omega^{\prime}\left(Y^{\prime}\right)\right] \\
& \stackrel{(21)}{=} \omega^{\prime \prime}\left(\left[X^{\prime \prime}, Y^{\prime \prime}\right]_{L^{\prime \prime}}\right)+\omega^{\prime}\left(\delta\left(X^{\prime \prime}\right)\left(Y^{\prime}\right)\right)-\omega^{\prime}\left(\delta\left(Y^{\prime \prime}\right)\left(X^{\prime}\right)\right)+\omega^{\prime}\left(\left[X^{\prime}, Y^{\prime}\right]_{L^{\prime}}\right) \\
& \stackrel{(23)}{=} \omega_{\delta}\left(\left(\left[X^{\prime \prime}, Y^{\prime \prime}\right]_{L^{\prime \prime}}, \delta\left(X^{\prime \prime}\right)\left(Y^{\prime}\right)-\delta\left(Y^{\prime \prime}\right)\left(X^{\prime}\right)+\left[X^{\prime}, Y^{\prime}\right]_{L^{\prime}}\right)\right) \stackrel{(22)}{=} \omega_{\delta}\left(\left[\left(X^{\prime \prime}, X^{\prime}\right),\left(Y^{\prime \prime}, Y^{\prime}\right)\right]\right)
\end{aligned}
$$

for all $X^{\prime}, Y^{\prime} \in L^{\prime}$ and all $X^{\prime \prime}, Y^{\prime \prime} \in L^{\prime \prime}$.
The following lemma should not be surprising.
Lemma 2.6. Let $(L, \omega)$ be an $A$-anchored Lie algebra and let $\left(L^{\prime}, \omega^{\prime}\right)$ and $\left(L^{\prime \prime}, \omega^{\prime \prime}\right)$ be subalgebras of $(L, \omega)$. Then there exists a semi-direct product $\left(L^{\prime \prime} \ltimes_{\delta} L^{\prime}, \omega_{\delta}\right)$ of $\left(L^{\prime}, \omega^{\prime}\right)$ and $\left(L^{\prime \prime}, \omega^{\prime \prime}\right)$ such that $L^{\prime \prime} \ltimes_{\delta} L^{\prime} \rightarrow L,\left(X^{\prime \prime}, X^{\prime}\right) \mapsto X^{\prime \prime}+X^{\prime}$, is an isomorphism of $A$-anchored Lie algebras if and only if

- $\left(L^{\prime}, \omega^{\prime}\right)$ is an ideal in $(L, \omega)$;
- $L=L^{\prime \prime}+L^{\prime}$ as $\mathbb{k}$-vector spaces;
- $L^{\prime} \cap L^{\prime \prime}=0$ (that is, $L=L^{\prime \prime} \oplus L^{\prime}$ ).

If this is the case, then $\delta: L^{\prime \prime} \rightarrow \operatorname{Der}_{\mathrm{k}}\left(L^{\prime}\right)$ is given by $X^{\prime \prime} \mapsto\left[X^{\prime \prime},-\right]_{L}$.
Proof. In one direction, notice that ( $L^{\prime}, \omega^{\prime}$ ) is an ideal in $\left(L^{\prime \prime} \ltimes_{\delta} L^{\prime}, \omega_{\delta}\right)$ via the canonical morphism $L^{\prime} \rightarrow L^{\prime \prime} \oplus L^{\prime}, X^{\prime} \mapsto\left(0, X^{\prime}\right)$, and that $\left(L^{\prime \prime}, \omega^{\prime \prime}\right)$ is a subalgebra of $\left(L^{\prime \prime} \ltimes_{\delta} L^{\prime}, \omega_{\delta}\right)$ via the canonical morphism $L^{\prime \prime} \rightarrow L^{\prime \prime} \oplus L^{\prime}, X^{\prime \prime} \mapsto\left(X^{\prime \prime}, 0\right)$. Furthermore, one recovers $\delta$ as

$$
\left[\left(X^{\prime \prime}, 0\right),\left(0, X^{\prime}\right)\right]=\left(0, \delta\left(X^{\prime \prime}\right)\left(X^{\prime}\right)\right)
$$

for all $X^{\prime} \in L^{\prime}, X^{\prime \prime} \in L^{\prime \prime}$. In the other direction, assume that $\left(L^{\prime}, \omega^{\prime}\right)$ is an ideal in $(L, \omega)$ and that $L=L^{\prime \prime} \oplus L^{\prime}$ as $\mathbb{k}$-vector spaces. Consider further the assignment $\delta: L^{\prime \prime} \rightarrow \operatorname{Der}_{\mathfrak{k}}\left(L^{\prime}\right)$ given by $X^{\prime \prime} \mapsto\left[X^{\prime \prime},-\right]_{L}$ (which is well-defined because $L^{\prime}$ is an ideal). It satisfies

$$
\begin{aligned}
{\left[\omega^{\prime \prime}\left(X^{\prime \prime}\right), \omega^{\prime}\left(X^{\prime}\right)\right] } & =\omega\left(X^{\prime \prime}\right) \circ \omega\left(X^{\prime}\right)-\omega\left(X^{\prime}\right) \circ \omega\left(X^{\prime \prime}\right) \\
& =\omega\left(\left[X^{\prime \prime}, X^{\prime}\right]_{L}\right)=\omega\left(\delta\left(X^{\prime \prime}\right)\left(X^{\prime}\right)\right)=\omega^{\prime}\left(\delta\left(X^{\prime \prime}\right)\left(X^{\prime}\right)\right)
\end{aligned}
$$

for all $X^{\prime} \in L^{\prime}, X^{\prime \prime} \in L^{\prime \prime}$, which is (21), and so we may perform the semi-direct product $\left(L^{\prime \prime} \ltimes_{\delta} L^{\prime}, \omega_{\delta}\right)$. Then

$$
\begin{aligned}
{\left[X^{\prime \prime}+X^{\prime}, Y^{\prime \prime}+Y^{\prime}\right]_{L} } & =\left[X^{\prime \prime}, Y^{\prime \prime}\right]_{L}+\left[X^{\prime}, Y^{\prime \prime}\right]_{L}+\left[X^{\prime \prime}, Y^{\prime}\right]_{L}+\left[X^{\prime}, Y^{\prime}\right]_{L} \\
& =\left[X^{\prime \prime}, Y^{\prime \prime}\right]_{L^{\prime \prime}}+\left(\delta\left(X^{\prime \prime}\right)\left(Y^{\prime}\right)-\delta\left(Y^{\prime \prime}\right)\left(X^{\prime}\right)+\left[X^{\prime}, Y^{\prime}\right]_{L^{\prime}}\right)
\end{aligned}
$$

so that $L^{\prime \prime} \oplus L^{\prime} \cong L$ is a morphism of Lie algebras and moreover

$$
\omega\left(X^{\prime \prime}+X^{\prime}\right)=\omega\left(X^{\prime \prime}\right)+\omega\left(X^{\prime}\right)=\omega^{\prime \prime}\left(X^{\prime \prime}\right)+\omega^{\prime}\left(X^{\prime}\right)
$$

whence it is of $A$-anchored Lie algebras, too.
Remark 2.7. The reader has to be warned that, despite the definition of ideal and of semi-direct product in Definition 2.4 has been inspired by the subsequent Lemma 4.1 and Proposition 4.3 and by the results in $\S 4.3$, they may turn out to be improper terminologies in the future. In fact, it is not true in general that the quotient of an $A$-anchored Lie algebra by an ideal is an $A$-anchored Lie algebra (unless the ideal has the zero anchor) or that $(L, \omega)$ is a semi-direct product of $\left(L^{\prime}, \omega^{\prime}\right)$ and $\left(L^{\prime \prime}, \omega^{\prime \prime}\right)$ if and only if there is a short exact sequence of $A$-anchored Lie algebras

$$
\begin{equation*}
0 \rightarrow L^{\prime} \xrightarrow{f} L \xrightarrow{g} L^{\prime \prime} \rightarrow 0 \tag{24}
\end{equation*}
$$

such that $g$ admits a section $\sigma$ which is a morphism of $A$-anchored Lie algebras. On the one hand, the canonical projection $L^{\prime \prime} \ltimes_{\delta} L^{\prime} \rightarrow L^{\prime \prime}$ is not a morphism of $A$-anchored Lie algebras because it is not compatible with the anchors. On the other hand, in order to have that $\omega^{\prime \prime} \circ g=\omega$ and that $\omega \circ f=\omega^{\prime}$, we should have had that

$$
\omega^{\prime}=\omega \circ f=\omega^{\prime \prime} \circ g \circ f=0,
$$

which is not the case in general.
What one may observe is that $(L, \omega)$ is a semi-direct product of $\left(L^{\prime}, \omega^{\prime}\right)$ and $\left(L^{\prime \prime}, \omega^{\prime \prime}\right)$ if and only if there is a short exact sequence of Lie algebras (24) such that $g$ admits a section $\sigma$ and both $f$ and $\sigma$ are morphisms of $A$-anchored Lie algebras (but $g$ is not, in general).
2.2. A universal $A^{e}$-ring construction. Assume that we are given an $A$-anchored Lie algebra $(L, \omega)$. Recall that we may consider the universal enveloping algebra $U_{\mathrm{k}}(L)$ of $L$ and that there is a canonical injective $\mathbb{k}$-linear map

$$
\begin{equation*}
j_{L}: L \rightarrow U_{\mathrm{k}}(L), \quad X \mapsto x, \tag{25}
\end{equation*}
$$

which allows us to identify $X$ with its image $x$ in $U_{k}(L)$. The anchor $\omega$ makes of $A$ a left representation of $L$ with $L$ acting as derivations, that is, we have a Lie algebra morphism

$$
\begin{equation*}
L \xrightarrow{\omega} \operatorname{Der}_{\mathrm{k}}(A) \subseteq \mathcal{L}\left(\operatorname{End}_{\mathrm{k}}(A)\right) \tag{26}
\end{equation*}
$$

where $\mathcal{L}\left(\operatorname{End}_{\mathfrak{k}}(A)\right)$ is the Lie algebra associated to the associative algebra $\left(\operatorname{End}_{\mathfrak{k}}(A), o, \operatorname{id}_{A}\right)$. By the universal property of the universal enveloping algebra, there is a unique algebra morphism

$$
\Omega: U_{\mathrm{k}}(L) \rightarrow \operatorname{End}_{\mathrm{k}}(A)
$$

which extends $\omega$.
Lemma 2.8. The base algebra $A$ is naturally an $U_{\mathrm{k}}(L)$-module algebra.
Proof. See, for instance, [11, Example 6.1.13(3)]. Explicitly

$$
\begin{equation*}
x \cdot a=\omega(X)(a), \quad x \cdot 1_{A} \stackrel{(26)}{=} 0 \quad \text { and } \quad u \cdot a=\Omega(u)(a) \tag{27}
\end{equation*}
$$

for all $X \in L, u \in U_{k}(L)$ and $a \in A$.
By Lemma 2.8, we may consider the Connes-Moscovici $A$-bialgebroid $A \odot U_{\mathrm{k}}(L) \odot A$. For the sake of simplicity, we will often denote it by $\mathcal{B}_{L}$. As an $A^{e}$-ring, it comes endowed with a Lie algebra morphism

$$
J_{L}: L \rightarrow \mathcal{L}\left(\mathcal{B}_{L}\right), \quad X \mapsto 1 \otimes x \otimes 1
$$

which satisfies

$$
\begin{equation*}
\left[J_{L}(X), \eta_{\mathcal{B}_{L}}\left(a \otimes b^{o}\right)\right]_{\mathcal{B}_{L}}=\eta_{\mathcal{B}_{L}}\left(X \cdot\left(a \otimes b^{o}\right)\right) \tag{28}
\end{equation*}
$$

for all $a, b \in A$ and all $X \in L$, where

$$
X \cdot\left(a \otimes b^{o}\right)=(X \cdot a) \otimes b^{o}+a \otimes(X \cdot b)^{o}
$$

is the $L$-module structure on the tensor product of two $L$-modules. Equivalently, $\eta_{\mathcal{B}_{L}}$ : $A^{e} \rightarrow \mathcal{B}_{L}$ is a morphism of $L$-modules, where $\mathcal{B}_{L}$ has the $L$-module structure induced by $J_{L}$.

The $A^{e}$-ring $\mathcal{B}_{L}$ with $J_{L}$ is universal among pairs ( $\mathcal{R}, \phi_{L}$ ) satisfying these properties.

Theorem 2.9. Given an $A^{e}$-ring $\mathcal{R}$ with $\mathbb{k}$-algebra morphism $\phi_{A}: A^{e} \rightarrow \mathcal{R}$ and given $a$ Lie algebra morphism $\phi_{L}: L \rightarrow \mathcal{L}(\mathcal{R})$ such that

$$
\begin{equation*}
\left[\phi_{L}(X), \phi_{A}\left(a \otimes b^{\circ}\right)\right]_{\mathcal{R}}=\phi_{A}\left(X \cdot\left(a \otimes b^{\circ}\right)\right), \tag{29}
\end{equation*}
$$

for all $a, b \in A$ and all $X \in L$, there exists a unique morphism of $A^{e}$-rings $\Phi: \mathcal{B}_{L} \rightarrow \mathcal{R}$ such that $\Phi \circ J_{L}=\phi_{L}$. It is explicitly given by

$$
\begin{equation*}
\Phi: \mathcal{B}_{L} \rightarrow \mathcal{R}, \quad a \otimes u \otimes b \mapsto \phi_{A}\left(a \otimes b^{o}\right) \phi^{\prime}(u) \tag{30}
\end{equation*}
$$

where $\phi^{\prime}: U_{\mathfrak{k}}(L) \rightarrow \mathcal{R}$ is the unique morphism of $\mathbb{k}$-algebras such that $\phi^{\prime} \circ j_{L}=\phi_{L}$.
Proof. By the universal property of the universal enveloping $\mathbb{k}$-algebra $U_{k}(L)$, there exists a unique morphism of $\mathfrak{k}$-algebras $\phi^{\prime}: U_{\mathfrak{k}}(L) \rightarrow \mathcal{R}$ such that $\phi^{\prime} \circ j_{L}=\phi_{L}$. Now, set $U:=U_{\mathfrak{k}}(L)$ and consider the $\mathbb{k}$-linear map

$$
\Phi: A \odot U \odot A \rightarrow \mathcal{R}, \quad a \otimes u \otimes b \mapsto \phi_{A}\left(a \otimes b^{o}\right) \phi^{\prime}(u)
$$

of (30). It follows immediately from the definition that

$$
\Phi \circ \eta_{\mathcal{B}_{L}}=\phi_{A} \quad \text { and } \quad \Phi \circ J_{L}=\phi_{L}
$$

Now, a straightforward check using (29) and induction on a PBW basis of $U$ shows that

$$
\begin{equation*}
\phi^{\prime}(u) \phi_{A}\left(a \otimes b^{o}\right)=\sum \phi_{A}\left(\left(u_{(1)} \cdot a\right) \otimes\left(u_{(3)} \cdot b\right)^{o}\right) \phi^{\prime}\left(u_{(2)}\right) \tag{31}
\end{equation*}
$$

for all $u \in U$ and $a, b \in A$. In view of this, we have

$$
\begin{aligned}
\Phi\left((a \otimes u \otimes b)\left(a^{\prime} \otimes v \otimes b^{\prime}\right)\right) & \stackrel{(18)}{=} \sum \Phi\left(a\left(u_{(1)} \cdot a^{\prime}\right) \otimes u_{(2)} v \otimes\left(u_{(3)} \cdot b^{\prime}\right) b\right) \\
& \stackrel{(30)}{=} \sum \phi_{A}\left(a\left(u_{(1)} \cdot a^{\prime}\right) \otimes\left(\left(u_{(3)} \cdot b^{\prime}\right) b\right)^{o}\right) \phi^{\prime}\left(u_{(2)} v\right) \\
& =\sum \phi_{A}\left(a \otimes b^{o}\right) \phi_{A}\left(\left(u_{(1)} \cdot a^{\prime}\right) \otimes\left(u_{(3)} \cdot b^{\prime}\right)^{o}\right) \phi^{\prime}\left(u_{(2)}\right) \phi^{\prime}(v) \\
& \stackrel{(31)}{=} \phi_{A}\left(a \otimes b^{o}\right) \phi^{\prime}(u) \phi_{A}\left(a^{\prime} \otimes b^{\prime o}\right) \phi^{\prime}(v) \\
& =\Phi(a \otimes u \otimes b) \Phi\left(a^{\prime} \otimes v \otimes b^{\prime}\right)
\end{aligned}
$$

for all $u, v \in U, a, a^{\prime}, b, b^{\prime} \in A$. Thus, $\Phi$ is a morphism of $A^{e}$-rings and it is clearly the unique one satisfying $\Phi \circ J_{L}=\phi_{L}$.
Corollary 2.10. Given an A-anchored Lie algebra $(L, \omega)$, any representation $\rho: L \rightarrow$ $\operatorname{End}_{k}(M)$ of $L$ into an $A$-bimodule $M$ satisfying the Leibniz condition

$$
\begin{equation*}
\rho(X)(a \cdot m \cdot b)=a \cdot \rho(X)(m) \cdot b+\omega(X)(a) \cdot m \cdot b+a \cdot m \cdot \omega(X)(b) \tag{32}
\end{equation*}
$$

for all $a, b \in A, X \in L$ and $m \in M$, makes of $M$ a left $A \odot U_{\mathrm{k}}(L) \odot A$-module, and conversely.

Proof. If $M$ is an $A$-bimodule, then the assignments
$s_{E}: A \rightarrow \operatorname{End}_{k}(M), a \mapsto[m \mapsto a \cdot m], \quad$ and $\quad t_{E}: A^{o} \rightarrow \operatorname{End}_{k}(M), b^{o} \mapsto[m \mapsto m \cdot b]$, make of $\operatorname{End}_{k}(M)$ an $A^{e}$-ring with $\phi_{A}: A^{e} \rightarrow \operatorname{End}_{\mathbb{k}}(M), a \otimes b^{o} \mapsto s_{E}(a) t_{E}\left(b^{o}\right)$. If we consider the Lie algebra morphism $\phi_{L}:=\rho$, then equation (32) is exactly condition (29) and hence there is a unique morphism of $A^{e}$-rings $R: A \odot U_{\mathrm{k}}(L) \odot A \rightarrow \operatorname{End}_{\mathrm{k}}(M)$ such that $R \circ J_{L}=\rho$.

The other way around, if we have a morphism of $A^{e}$-rings $R: A \odot U_{\mathrm{k}}(L) \odot A \rightarrow \operatorname{End}_{\mathrm{k}}(M)$ and we compose it with $J_{L}$ we get a Lie algebra morphism $\phi_{L}: L \rightarrow \operatorname{End}_{k}(M)$ such that

$$
\begin{aligned}
\phi_{L}(X)(a \cdot m \cdot b) & =\left(R\left(1_{A} \otimes x \otimes 1_{A}\right) \circ \phi_{A}\left(a \otimes b^{o}\right)\right)(m) \\
& =R\left(\left(1_{A} \otimes x \otimes 1_{A}\right)\left(a \otimes 1_{U} \otimes b\right)\right)(m) \\
& \stackrel{(18)}{=} R\left((a \otimes x \otimes b)+\left(\omega(X)(a) \otimes 1_{U} \otimes b\right)+\left(a \otimes 1_{U} \otimes \omega(X)(b)\right)\right)(m) \\
& =a \cdot \phi_{L}(X)(m) \cdot b+\omega(X)(a) \cdot m \cdot b+a \cdot m \cdot \omega(X)(b)
\end{aligned}
$$

Remark 2.11. Observe that the algebra maps $\phi^{\prime}: U_{\mathrm{k}}(L) \rightarrow \mathcal{R}$ and $\phi_{A}: A^{e} \rightarrow \mathcal{R}$ satisfy (31) if and only if they satisfy

$$
\sum \phi^{\prime}\left(u_{(1)}\right) \phi_{A}\left(a \otimes\left(S\left(u_{(2)}\right) \cdot b\right)^{o}\right)=\sum \phi_{A}\left(u_{(1)} \cdot a \otimes b^{o}\right) \phi^{\prime}\left(u_{(2)}\right)
$$

for all $u \in U, a, b \in A$. This implies that the $A^{e}$-ring morphism $\Phi: A \odot U_{k}(L) \odot A \rightarrow \mathcal{R}$ in Theorem 2.9 coincides, up to the isomorphism of $A$-bialgebroids from [40, Theorem 2.5], with the algebra map $\omega$ of [40, Proposition 3.1].
Proposition 2.12. Let $\boldsymbol{B}:=\left\{X_{\alpha} \mid \alpha \in S\right\}$ be $a \mathbb{k}$-basis for $L$, where $S$ is an ordered set of indexes. Then $\mathcal{B}_{L}$ is a free left $A^{e}$-module with basis given by $1_{A} \otimes 1_{U} \otimes 1_{A}$ and $1_{A} \otimes x_{\alpha_{1}} \cdots x_{\alpha_{n}} \otimes 1_{A}$ where the $x_{\alpha_{1}} \cdots x_{\alpha_{n}}$ 's are the cosets of the standard monomials $X_{\alpha_{1}} \cdots X_{\alpha_{n}}$ in the basis $\boldsymbol{B}$ (see [26, §V.2]).

Proof. It follows from the PBW theorem (see, for instance, [26, Theorem V.2.3]) and the definition of the left $A^{e}$-module structure on $\mathcal{B}_{L}$.

## 3. The Connes-Moscovici bialgebroid as universal enveloping bialgebroid

Our next aim is to prove that the Connes-Moscovici bialgebroid $\mathcal{B}_{L}=A \odot U_{\mathrm{k}}(L) \odot A$ satisfies a universal property as $A$-bialgebroid as well, in the form of an adjunction between the category of $A$-anchored Lie algebras and the category of $A$-bialgebroids.
3.1. The primitive functor. In light of Example 2.3(e), we may consider the assignment

$$
\mathbb{P}: \text { Bialgd }_{A} \rightarrow \text { AnchLie }_{A}
$$

given on objects by $\mathbb{P}(\mathcal{B})=\left(\operatorname{Prim}(\mathcal{B}), \omega_{\mathcal{B}}\right)$ and on morphisms by simply (co)restricting any $\phi: \mathcal{B} \rightarrow \mathcal{B}^{\prime}$ to the primitive elements, that is $\phi \circ \theta_{\mathcal{B}}=\theta_{\mathcal{B}^{\prime}} \circ \mathbb{P}(\phi)$. The latter gives a well-defined morphism of $A$-anchored Lie algebras because it is compatible with the commutator bracket and

$$
\begin{aligned}
\omega_{\mathcal{B}^{\prime}}(\phi(X))(a) & =\varepsilon_{\mathcal{B}^{\prime}}\left(\phi(X) t_{\mathcal{B}^{\prime}}\left(a^{o}\right)\right)=\varepsilon_{\mathcal{B}^{\prime}}\left(\phi(X) \phi\left(t_{\mathcal{B}}\left(a^{o}\right)\right)\right) \\
& =\varepsilon_{\mathcal{B}^{\prime}}\left(\phi\left(X t_{\mathcal{B}}\left(a^{o}\right)\right)\right)=\varepsilon_{\mathcal{B}}\left(X t_{\mathcal{B}}\left(a^{o}\right)\right)=\omega_{\mathcal{B}}(X)(a)
\end{aligned}
$$

for all $X \in \operatorname{Prim}(\mathcal{B})$ and $a \in A$. Summing up, we have the following result.

Proposition 3.1. There is a well-defined functor $\mathbb{P}:$ Bialgd $_{A} \rightarrow$ AnchLie $_{A}$ which assigns to every $A$-bialgebroid $\mathcal{B}$ its Lie algebra of primitive elements $\operatorname{Prim}(\mathcal{B})$ with anchor $\omega_{\mathcal{B}}$ : $\operatorname{Prim}(\mathcal{B}) \rightarrow \operatorname{Der}_{\underline{k}}(A)$ sending $X$ to

$$
\begin{equation*}
\omega_{\mathcal{B}}(X): A \rightarrow A, \quad a \mapsto \omega_{\mathcal{B}}(X)(a)=X: a . \tag{33}
\end{equation*}
$$

Next lemma states a property of the primitive elements of an $A$-bialgebroid that we already observed for $\mathcal{B}_{L}$ in (28) and that will be useful to prove the universal property in the forthcoming section.

Lemma 3.2. For $\mathcal{B}$ an $A$-bialgebroid, every primitive element $X \in \operatorname{Prim}(\mathcal{B})$ satisfies

$$
\begin{equation*}
X t\left(a^{o}\right)-t\left(a^{o}\right) X=t\left(\varepsilon\left(X t\left(a^{o}\right)\right)^{o}\right) \quad \text { and } \quad X s(a)-s(a) X=s(\varepsilon(X s(a))) \tag{34}
\end{equation*}
$$

for all $a \in A$. In particular,

$$
\begin{equation*}
\left[X, \eta_{\mathcal{B}}\left(a \otimes b^{\circ}\right)\right]_{\mathcal{B}}=\eta_{\mathcal{B}}\left(X \cdot\left(a \otimes b^{o}\right)\right) \tag{35}
\end{equation*}
$$

for all $X \in \operatorname{Prim}(\mathcal{B})$ and all $a, b \in A$.
Proof. In view of the definition of $\mathcal{B} \otimes_{A} \mathcal{B}$ and of $\mathcal{B} \times{ }_{A} \mathcal{B}$ we have that

$$
X t\left(a^{o}\right) \otimes_{A} 1_{\mathcal{B}}+t\left(a^{o}\right) \otimes_{A} X \stackrel{(3)}{=} X \otimes_{A} s(a)+1_{\mathcal{B}} \otimes_{A} X s(a) .
$$

By resorting to the left-hand side identity in (3), this relation can be written equivalently as

$$
\begin{equation*}
X t\left(a^{o}\right) \otimes_{A} 1_{\mathcal{B}}+t\left(a^{o}\right) \otimes_{A} X=t\left(a^{o}\right) X \otimes_{A} 1_{\mathcal{B}}+1_{\mathcal{B}} \otimes_{A} X s(a) \tag{36}
\end{equation*}
$$

or

$$
\begin{equation*}
X t\left(a^{o}\right) \otimes_{A} 1_{\mathcal{B}}+1_{\mathcal{B}} \otimes_{A} s(a) X=X \otimes_{A} s(a)+1_{\mathcal{B}} \otimes_{A} X s(a) . \tag{37}
\end{equation*}
$$

By applying $\mathcal{B} \otimes_{A} \varepsilon$ to both sides of (36) and by recalling that $\varepsilon(X)=0$, we get

$$
X t\left(a^{o}\right)=t\left(a^{o}\right) X+t\left(\varepsilon(X s(a))^{o}\right) \stackrel{(17)}{=} t\left(a^{o}\right) X+t\left(\varepsilon\left(X t\left(a^{o}\right)\right)^{o}\right)
$$

If we apply instead $\varepsilon \otimes_{A} \mathcal{B}$ to (37) then we get

$$
s\left(\varepsilon\left(X t\left(a^{o}\right)\right)\right)+s(a) X=X s(a)
$$

which gives the other relation in (34).
3.2. An adjunction between AnchLie $_{A}$ and Bialgd $_{A}$. We show now how the ConnesMoscovici bialgebroid construction provides a left adjoint to the functor $\mathbb{P}$ in a way that mimics the well-known "universal enveloping algebra/space of primitives" adjunction

$$
\begin{align*}
& \begin{array}{c}
\text { Bialg }_{k} \\
U_{k}(-) \uparrow-1 \sum_{\text {Prim( }}(-)
\end{array}  \tag{38}\\
& \text { Lie }_{k} \text {. }
\end{align*}
$$

Remark 3.3. Despite being well-known, it seems that no "classical" reference explicitly reports the adjunction (38) in the form we stated it here. Nevertheless, it is straightforward to check that the involved functors are well-defined (they are, in fact, slight adjustments of the functors considered in [34, page 239]) and that they form an adjoint pair. The unit $L \rightarrow \operatorname{Prim}\left(U_{k}(L)\right)$ (induced by the canonical map $j_{L}$ of (25)) and the counit $U_{k}(\operatorname{Prim}(B)) \rightarrow$ $B$ (the unique algebra morphism extending the Lie algebra inclusion $\operatorname{Prim}(B) \subseteq \mathcal{L}(B)$ ) are the obvious natural morphism which are proved to be bijective in [34, Theorem 5.18].

Proposition 3.4. Let $(L, \omega)$ be an $A$-anchored Lie algebra. Given an $A$-bialgebroid $\mathcal{B}$ and given a Lie algebra morphism $\phi_{L}: L \rightarrow \mathcal{L}(\mathcal{B})$ such that $\phi_{L}(L) \subseteq \operatorname{Prim}(\mathcal{B})$ and

$$
\begin{equation*}
\phi_{L}(X) \cdot a=\omega(X)(a) \tag{39}
\end{equation*}
$$

for all $a \in A$ and for all $X \in L$, there exists a unique morphism of $A$-bialgebroids $\Phi: \mathcal{B}_{L} \rightarrow \mathcal{B}$ such that $\Phi \circ J_{L}=\phi_{L}$ and it is explicitly given by (30).
Proof. Set $U:=U_{\mathbb{k}}(L)$ and let $\phi^{\prime}: U \rightarrow \mathcal{B}$ be the unique $\mathbb{k}$-algebra map extending $\phi_{L}$. In view of (35) and (39), $\eta_{\mathcal{B}}$ and $\phi_{L}$ satisfy (29). Thus, by Theorem 2.9, there exists a unique morphism of $A^{e}$-rings $\Phi: \mathcal{B}_{L} \rightarrow \mathcal{B}$ satisfying $\Phi \circ J_{L}=\phi_{L}$. Moreover, $\eta_{\mathcal{B}}: A^{e} \rightarrow \mathcal{B}$ is always a morphism of $A$-bialgebroids, where $A^{e}$ has the $A$-bialgebroid structure from Example 1.7(b). Therefore, in view of Remark 2.11 and of [40, Theorem 3.2], if we show that $\left(1_{A}, \phi^{\prime}\right):(\mathbb{k}, U) \rightarrow(A, \mathcal{B})$ is a morphism of bialgebroids, then we can conclude that $\Phi$ is a morphism of $A$-bialgebroids and finish the proof. Equivalently, we need to check that $\phi^{\prime}: U \rightarrow \mathcal{B}$ satisfies

$$
\begin{gather*}
\sum \phi^{\prime}\left(u_{(1)}\right) \otimes_{A} \phi^{\prime}\left(u_{(2)}\right)=\sum \phi^{\prime}(u)_{(1)} \otimes_{A} \phi^{\prime}(u)_{(2)}  \tag{40}\\
\text { and } \quad \varepsilon_{\mathcal{B}}\left(\phi^{\prime}(u)\right)=\varepsilon_{U}(u) 1_{A} \tag{41}
\end{gather*}
$$

for all $u \in U$. Since, in view of the PBW theorem, $U$ admits a $\mathbb{k}$-basis of the form

$$
\left\{1_{U}\right\} \cup\left\{x_{1} \cdots x_{n} \mid n \geq 1, X_{1}, \ldots, X_{n} \in L\right\}
$$

it is enough to check (40) and (41) on the elements of this basis. A direct computation shows that $\varepsilon_{\mathcal{B}}\left(\phi^{\prime}\left(1_{U}\right)\right)=\varepsilon_{\mathcal{B}}\left(1_{\mathcal{B}}\right)=1_{A}=\varepsilon_{U}\left(1_{U}\right) 1_{A}$ and that

$$
\begin{aligned}
\varepsilon_{\mathcal{B}}\left(\phi^{\prime}\left(x_{1} \cdots x_{n}\right)\right) & =\varepsilon_{\mathcal{B}}\left(\phi^{\prime}\left(x_{1} \cdots x_{n-1}\right) \phi^{\prime}\left(x_{n}\right)\right) \stackrel{(\mathrm{B} 5)}{=} \varepsilon_{\mathcal{B}}\left(\phi^{\prime}\left(x_{1} \cdots x_{n-1}\right) s\left(\varepsilon_{\mathcal{B}}\left(\phi^{\prime}\left(x_{n}\right)\right)\right)\right) \\
& =\varepsilon_{\mathcal{B}}\left(\phi^{\prime}\left(x_{1} \cdots x_{n-1}\right) s\left(\varepsilon_{\mathcal{B}}\left(\phi_{L}\left(X_{n}\right)\right)\right)\right)=0=\varepsilon_{U}\left(x_{1} \cdots x_{n}\right) 1_{A}
\end{aligned}
$$

for all $n \geq 1$. Therefore, relation (41) holds. Concerning (40), we notice first of all that

$$
\phi^{\prime}\left(1_{U}\right) \otimes_{A} \phi^{\prime}\left(1_{U}\right)=1_{\mathcal{B}} \otimes_{A} 1_{\mathcal{B}}=\sum \phi^{\prime}\left(1_{U}\right)_{(1)} \otimes_{A} \phi^{\prime}\left(1_{U}\right)_{(2)}
$$

which shows that it is satisfied for $u=1_{U}$, and we prove by induction on $n \geq 1$ that it also holds for $u=x_{1} \cdots x_{n}$, where $X_{1}, \ldots, X_{n} \in L$. For $n=1$ we have

$$
\begin{aligned}
\sum \phi^{\prime}\left(x_{(1)}\right) \otimes_{A} \phi^{\prime}\left(x_{(2)}\right) & =\phi^{\prime}(x) \otimes_{A} \phi^{\prime}\left(1_{U}\right)+\phi^{\prime}\left(1_{U}\right) \otimes_{A} \phi^{\prime}(x) \\
& =\phi_{L}(X) \otimes_{A} 1_{\mathcal{B}}+1_{\mathcal{B}} \otimes_{A} \phi_{L}(X)=\sum \phi^{\prime}(x)_{(1)} \otimes_{A} \phi^{\prime}(x)_{(2)}
\end{aligned}
$$

Assume now that (40) holds for $n \geq 1$, that is, that we have

$$
\begin{equation*}
\sum \phi^{\prime}\left(\left(x_{1} \cdots x_{n}\right)_{(1)}\right) \otimes_{A} \phi^{\prime}\left(\left(x_{1} \cdots x_{n}\right)_{(2)}\right)=\sum \phi^{\prime}\left(x_{1} \cdots x_{n}\right)_{(1)} \otimes_{A} \phi^{\prime}\left(x_{1} \cdots x_{n}\right)_{(2)} \tag{42}
\end{equation*}
$$

for all $X_{1}, \ldots, X_{n} \in L$ and hence, in particular, $\sum \phi^{\prime}\left(\left(x_{1} \cdots x_{n}\right)_{(1)}\right) \otimes_{A} \phi^{\prime}\left(\left(x_{1} \cdots x_{n}\right)_{(2)}\right) \in$ $\mathcal{B} \times{ }_{A} \mathcal{B}$. Let us compute

$$
\begin{aligned}
& \sum \phi^{\prime}\left(\left(x_{1} x_{2} \cdots x_{n+1}\right)_{(1)}\right) \otimes_{A} \phi^{\prime}\left(\left(x_{1} x_{2} \cdots x_{n+1}\right)_{(2)}\right) \\
& =\sum \phi^{\prime}\left(\left(x_{1}\right)_{(1)}\left(x_{2} \cdots x_{n+1}\right)_{(1)}\right) \otimes_{A} \phi^{\prime}\left(\left(x_{1}\right)_{(2)}\left(x_{2} \cdots x_{n+1}\right)_{(2)}\right) \\
& =\sum \phi^{\prime}\left(\left(x_{1}\right)_{(1)}\right) \phi^{\prime}\left(\left(x_{2} \cdots x_{n+1}\right)_{(1)}\right) \otimes_{A} \phi^{\prime}\left(\left(x_{1}\right)_{(2)}\right) \phi^{\prime}\left(\left(x_{2} \cdots x_{n+1}\right)_{(2)}\right) \\
& \stackrel{(11)}{=}\left(\sum \phi^{\prime}\left(\left(x_{1}\right)_{(1)}\right) \otimes_{A} \phi^{\prime}\left(\left(x_{1}\right)_{(2)}\right)\right)\left(\sum \phi^{\prime}\left(\left(x_{2} \cdots x_{n+1}\right)_{(1)}\right) \otimes_{A} \phi^{\prime}\left(\left(x_{2} \cdots x_{n+1}\right)_{(2)}\right)\right) \\
& \stackrel{(42)}{=}\left(\phi_{L}\left(X_{1}\right) \otimes_{A} 1_{\mathcal{B}}+1_{\mathcal{B}} \otimes_{A} \phi_{L}\left(X_{1}\right)\right)\left(\sum \phi^{\prime}\left(x_{2} \cdots x_{n+1}\right)_{(1)} \otimes_{A} \phi^{\prime}\left(x_{2} \cdots x_{n+1}\right)_{(2)}\right) \\
& \stackrel{(11)}{=} \sum \phi^{\prime}\left(x_{1}\right)_{(1)} \phi^{\prime}\left(x_{2} \cdots x_{n+1}\right)_{(1)} \otimes_{A} \phi^{\prime}\left(x_{1}\right)_{(2)} \phi^{\prime}\left(x_{2} \cdots x_{n+1}\right)_{(2)} \\
& =\sum\left(\phi^{\prime}\left(x_{1}\right) \phi^{\prime}\left(x_{2} \cdots x_{n+1}\right)\right)_{(1)} \otimes_{A}\left(\phi^{\prime}\left(x_{1}\right) \phi^{\prime}\left(x_{2} \cdots x_{n+1}\right)\right)_{(2)} \\
& =\sum \phi^{\prime}\left(x_{1} x_{2} \cdots x_{n+1}\right)_{(1)} \otimes_{A} \phi^{\prime}\left(x_{1} x_{2} \cdots x_{n+1}\right)_{(2)},
\end{aligned}
$$

so that it holds for $n+1$ and we may conclude that it holds for every $n$ by induction.
Corollary 3.5. Let $(L, \omega)$ be an $A$-anchored Lie algebra. Given an $A$-bialgebroid $\mathcal{B}$ and given a morphism of $A$-anchored Lie algebras $\phi_{L}:(L, \omega) \rightarrow\left(\operatorname{Prim}(\mathcal{B}), \omega_{\mathcal{B}}\right)$, there exists a unique morphism of $A$-bialgebroids $\Phi: \mathcal{B}_{L} \rightarrow \mathcal{B}$ such that $\Phi \circ J_{L}=\theta_{\mathcal{B}} \circ \phi_{L}$, where $\theta_{\mathcal{B}}: \operatorname{Prim}(\mathcal{B}) \rightarrow \mathcal{B}$ is the canonical inclusion.
Proof. The morphism of Lie algebras $\left(\theta_{\mathcal{B}} \circ \phi_{L}\right): L \rightarrow \mathcal{L}(\mathcal{B})$ satisfies (39) if and only if $\phi_{L}$ is of $A$-anchored Lie algebras.

Theorem 3.6. The assignment

$$
\mathbb{B}: \text { AnchLie }_{A} \rightarrow \text { Bialgd }_{A}, \quad(L, \omega) \mapsto A \odot U_{\mathrm{k}}(L) \odot A
$$

induces a well-defined functor which is left adjoint to the functor

$$
\mathbb{P}: \operatorname{Bialgd}_{A} \rightarrow \text { AnchLie }_{A}, \quad \mathcal{B} \mapsto\left(\operatorname{Prim}(\mathcal{B}), \omega_{\mathcal{B}}\right),
$$

where $\omega_{\mathcal{B}}: \operatorname{Prim}(\mathcal{B}) \rightarrow \operatorname{Der}_{\mathrm{k}}(A)$ is the anchor of equation (33). Write $\vartheta_{\mathcal{B}}: U_{\mathrm{k}}(\operatorname{Prim}(\mathcal{B})) \rightarrow \mathcal{B}$ for the unique algebra map extending the inclusion $\theta_{\mathcal{B}}: \operatorname{Prim}(\mathcal{B}) \subseteq \mathcal{B}$. Then the unit and the counit of this adjunction are given by

$$
\begin{gather*}
\gamma_{L}:(L, \omega) \rightarrow\left(\operatorname{Prim}\left(A \odot U_{k}(L) \odot A\right), \omega_{A \odot U_{k}(L) \odot A}\right), \quad X \mapsto J_{L}(X)=1_{A} \otimes x \otimes 1_{A},  \tag{43}\\
\quad \text { and } \quad \epsilon_{\mathcal{B}}: A \odot U_{k}(\operatorname{Prim}(\mathcal{B})) \odot A \rightarrow \mathcal{B}, \quad a \otimes u \otimes b \mapsto s_{\mathcal{B}}(a) t_{\mathcal{B}}\left(b^{\circ}\right) \vartheta_{\mathcal{B}}(u),
\end{gather*}
$$

respectively, where $x=j_{L}(X)$, as usual. Furthermore, every component of the unit is a monomorphism and hence $\mathbb{B}$ is faithful.

Proof. We need to see how $\mathbb{B}$ operates on morphisms. Let $f:(L, \omega) \rightarrow\left(L^{\prime}, \omega^{\prime}\right)$ be a morphism of $A$-anchored Lie algebras. In view of the fact that

$$
\begin{aligned}
\omega_{\mathcal{B}_{L}}\left(\gamma_{L}(X)\right)(a) & \stackrel{(43)}{=} \omega_{\mathcal{B}_{L}}\left(1_{A} \otimes x \otimes 1_{A}\right)(a) \stackrel{(33)}{=}\left(1_{A} \otimes x \otimes 1_{A}\right) \cdot a \\
& \stackrel{(19)}{=} \varepsilon_{\mathcal{B}_{L}}\left(\left(1_{A} \otimes x \otimes 1_{A}\right)\left(a \otimes 1_{U} \otimes 1_{A}\right)\right) \\
& \stackrel{(18)}{=} \varepsilon_{\mathcal{B}_{L}}\left((x \cdot a) \otimes 1_{U} \otimes 1_{A}+a \otimes x \otimes 1_{A}+a \otimes 1_{U} \otimes\left(x \cdot 1_{A}\right)\right) \\
& \stackrel{(27)}{=} x \cdot a+a \varepsilon_{U}(x) \stackrel{(27)}{=} \omega(X)(a)
\end{aligned}
$$

for all $X \in L$ and $a \in A$, the morphism $\gamma_{L}: L \rightarrow \operatorname{Prim}\left(\mathcal{B}_{L}\right)$ induced by $J_{L}$ (namely, we have $J_{L}=\theta_{\mathcal{B}_{L}} \circ \gamma_{L}$ ) is a morphism of $A$-anchored Lie algebras for every $L$ in AnchLie ${ }_{A}$ and hence, by Corollary 3.5, there exists a unique morphism of $A$-bialgebroids $\Phi: \mathcal{B}_{L} \rightarrow \mathcal{B}_{L^{\prime}}$ such that $\Phi \circ J_{L}=J_{L^{\prime}} \circ f=\theta_{\mathcal{B}_{L^{\prime}}} \circ \gamma_{L^{\prime}} \circ f$ and it is explicitly given by (30). We set $\mathbb{B}(f)=\Phi$.

In order to conclude, consider the natural assignment

$$
\begin{equation*}
\operatorname{Bialgd}_{A}\left(A \odot U_{\mathrm{k}}(L) \odot A, \mathcal{B}\right) \rightarrow \operatorname{AnchLie}_{A}(L, \operatorname{Prim}(\mathcal{B})), \quad \Psi \mapsto \operatorname{Prim}(\Psi) \circ \gamma_{L} \tag{44}
\end{equation*}
$$

Corollary 3.5 states that for every $\phi_{L}$ in $\operatorname{AnchLie}_{A}(L, \operatorname{Prim}(\mathcal{B}))$ there exists a unique $\Phi$ in $\operatorname{Bialgd}_{A}\left(A \odot U_{\mathrm{k}}(L) \odot A, \mathcal{B}\right)$ such that $\Phi \circ J_{L}=\theta_{\mathcal{B}} \circ \phi_{L}$, which implies that (44) is bijective.
Remark 3.7. In the context of the proof above, let $F: U \rightarrow U^{\prime}$ be the unique $\mathbb{k}$-algebra morphism satisfying $F \circ j_{L}=j_{L^{\prime}} \circ f$. Since

$$
\psi: U \rightarrow \mathcal{B}_{L^{\prime}}, \quad u \mapsto 1_{A} \otimes F(u) \otimes 1_{A}
$$

is a $\mathbb{k}$-algebra morphism such that $\psi \circ j_{L}=J_{L^{\prime}} \circ f$, the unique morphism of $A$-bialgebroids $\mathbb{B}(f): \mathcal{B}_{L} \rightarrow \mathcal{B}_{L^{\prime}}$ induced by $f: L \rightarrow L^{\prime}$ has the form

$$
\mathbb{B}(f)(a \otimes u \otimes b)=a \otimes F(u) \otimes b
$$

for all $a, b \in A$ and $u \in U$. Thus, if $f:(L, \omega) \rightarrow\left(L^{\prime}, \omega^{\prime}\right)$ is a morphism of $A$-anchored Lie algebras, we will also write $A \odot U(f) \odot A$ to denote the $A$-bialgebroid morphism $\mathbb{B}(f)$, where $U(f): U_{\mathrm{k}}(L) \rightarrow U_{\mathrm{k}}\left(L^{\prime}\right)$ is the unique $\mathbb{k}$-algebra morphism such that $U(f) \circ j_{L}=j_{L^{\prime}} \circ f$.
Example 3.8. Let $A$ be a finite-dimensional algebra and let $\mathcal{B}=\operatorname{End}_{k}(A)$ with the $A$ bialgebroid structure of Example 1.7(c). It is clear that $\operatorname{Prim}(\mathcal{B})=\operatorname{Der}_{\mathrm{k}}(A)$. Then, the image of the associated Connes-Moscovici bialgebroid $A \odot U_{k}\left(\operatorname{Der}_{k}(A)\right) \odot A$ in $\operatorname{End}_{k}(A)$ via $\epsilon_{\mathcal{B}}$ is the $A^{e}$-subring of $\operatorname{End}_{\mathfrak{k}}(A)$ generated by $A^{e}$ and $\operatorname{Der}_{\mathfrak{k}}(A)$. In this sense, it can be interpreted as the derivation $A^{e}$-ring of $A$ in the sense of [33, Chapter 15, §1.4].

In particular, the counit of the adjunction is not surjective in general. We will see with Corollary 4.4 why also the unit is not surjective.

## 4. An intrinsic description of $A \odot U_{k}(L) \odot A$

Inspired by the results of Milnor-Moore and Moerdijk-Mrčun, which give an intrinsic description of those bialgebras/bialgebroids that are universal enveloping algebras of Lie algebras/Lie-Rinehart algebras, we look for necessary and sufficient conditions on an $A$ bialgebroid $\mathcal{B}$ in order to claim that it is a Connes-Moscovici bialgebroid $A \odot U_{\mathrm{k}}(L) \odot A$ for some $A$-anchored Lie algebra $(L, \omega)$.
4.1. The primitives of the Connes-Moscovici bialgebroid. To begin with, we need a more detailed analysis of the space of primitives of $\mathcal{B}_{L}$.
Lemma 4.1. Let $\mathcal{B}$ be an $A$-bialgebroid. Then the $\mathbb{k}$-vector subspace

$$
\left\langle s_{\mathcal{B}}-t_{\mathcal{B}}\right\rangle:=\left\{s_{\mathcal{B}}(a)-t_{\mathcal{B}}\left(a^{o}\right) \mid a \in A\right\} \subseteq \mathcal{B}
$$

is an ideal in $\operatorname{Prim}(\mathcal{B})$. The Lie bracket is explicitly given by

$$
\left[s_{\mathcal{B}}(a)-t_{\mathcal{B}}\left(a^{o}\right), s_{\mathcal{B}}(b)-t_{\mathcal{B}}\left(b^{o}\right)\right]=s_{\mathcal{B}}\left([a, b]_{A}\right)-t_{\mathcal{B}}\left([a, b]_{A}^{o}\right)
$$

and the anchor by

$$
\omega_{\mathcal{B}}^{\prime}:\left\langle s_{\mathcal{B}}-t_{\mathcal{B}}\right\rangle \rightarrow \operatorname{Der}_{\mathrm{r}_{\mathfrak{k}}}(A), \quad s_{\mathcal{B}}(a)-t_{\mathcal{B}}\left(a^{o}\right) \mapsto[a,-]_{A},
$$

for all $a, b \in A$.
Proof. Set $s:=s_{\mathcal{B}}$ and $t:=t_{\mathcal{B}}$. The fact that $\langle s-t\rangle$ is contained in $\operatorname{Prim}(\mathcal{B})$ follows from $\Delta_{\mathcal{B}}\left(s(a)-t\left(a^{o}\right)\right) \stackrel{(13)}{=} s(a) \otimes_{A} 1_{\mathcal{B}}-1_{\mathcal{B}} \otimes_{A} t\left(a^{o}\right) \stackrel{(3)}{=}\left(s(a)-t\left(a^{o}\right)\right) \otimes_{A} 1_{\mathcal{B}}-1_{\mathcal{B}} \otimes_{A}\left(s(a)-t\left(a^{o}\right)\right)$.
The fact that it is a Lie ideal in $\operatorname{Prim}(\mathcal{B})$ with respect to the commutator bracket follows because

$$
\begin{aligned}
{\left[X, s(a)-t\left(a^{o}\right)\right]_{\mathcal{B}} } & =X s(a)-X t\left(a^{o}\right)-s(a) X+t\left(a^{o}\right) X \stackrel{(34)}{=} s(\varepsilon(X s(a)))-t\left(\varepsilon\left(X t\left(a^{o}\right)\right)^{o}\right) \\
& \stackrel{(\mathrm{B} 5)}{=} s(\varepsilon(X s(a)))-t\left(\varepsilon(X s(a))^{o}\right) \in\langle s-t\rangle .
\end{aligned}
$$

Now, a direct computation shows that

$$
\left[s(a)-t\left(a^{o}\right), s(b)-t\left(b^{o}\right)\right]_{\mathcal{B}}=s\left([a, b]_{A}\right)-t\left([a, b]_{A}^{o}\right)
$$

for all $a, b \in A$ as claimed. Furthermore,

$$
\omega_{\mathcal{B}}\left(s(a)-t\left(a^{o}\right)\right)(b) \stackrel{(33)}{=}\left(s(a)-t\left(a^{o}\right)\right) \cdot b \stackrel{(19)}{=} \varepsilon_{\mathcal{B}}(s(a) s(b))-\varepsilon_{\mathcal{B}}\left(t\left(a^{o}\right) t\left(b^{o}\right)\right)=[a, b]_{A}
$$

for all $a, b \in A$ and hence the proof is concluded.
Lemma 4.1 makes it clear why the counit $\epsilon_{\mathcal{B}}: \mathcal{B}_{\text {Prim }(\mathcal{B})} \rightarrow \mathcal{B}$ of Theorem 3.6 is not injective in general. Namely, every element of the form $a \otimes 1_{U} \otimes 1_{A}-1_{A} \otimes 1_{U} \otimes a-1_{A} \otimes\left(s_{\mathcal{B}}(a)-t_{\mathcal{B}}\left(a^{o}\right)\right) \otimes 1_{A}$ for $a \in A$ lives in the kernel of $\epsilon_{\mathcal{B}}$.
Example 4.2. Consider the $A$-bialgebroid $\mathcal{B}=\operatorname{End}_{\mathfrak{k}}(A)$ from Example 1.7(c). As we have seen in Example 3.8, the primitive elements of $\mathcal{B}$ are the derivations of $A$. It is easy to see that $\langle s-t\rangle$ are exactly the inner derivations.

For $H$ a Hopf algebra and $A$ an $H$-module algebra, we will often write $1_{A} \otimes \operatorname{Prim}(H) \otimes 1_{A}$ for $\left\{1_{A} \otimes h \otimes 1_{A} \mid h \in \operatorname{Prim}(H)\right\}$.
Proposition 4.3. For any Hopf algebra $H$ and any $H$-module algebra $A$, we have that $1_{A} \otimes \operatorname{Prim}(H) \otimes 1_{A}$ and $\langle s-t\rangle$ are subalgebras of $\operatorname{Prim}(A \odot H \odot A)$. Moreover, we have an isomorphism of $A$-anchored Lie algebras

$$
\left(1_{A} \otimes \operatorname{Prim}(H) \otimes 1_{A}\right) \ltimes_{\delta}\langle s-t\rangle \cong \operatorname{Prim}(A \odot H \odot A)
$$

given by the vector space sum.

Proof. The fact that $\langle s-t\rangle$ is an ideal in $\operatorname{Prim}(A \odot H \odot A)$ has been established in Lemma 4.1 for a general $A$-bialgebroid. The fact that $1_{A} \otimes \operatorname{Prim}(H) \otimes 1_{A}$ is a subalgebra is a straightforward computation. Moreover, notice that if $1_{A} \otimes X \otimes 1_{A}=a \otimes 1_{H} \otimes 1_{A}-1_{A} \otimes 1_{H} \otimes a$ for some $X \in \operatorname{Prim}(H)$ and some $a \in A$, then

$$
\begin{aligned}
0 & =\left(A \otimes \varepsilon_{H} \otimes A\right)\left(1_{A} \otimes X \otimes 1_{A}\right)=\left(A \otimes \varepsilon_{H} \otimes A\right)\left(a \otimes 1_{H} \otimes 1_{A}-1_{A} \otimes 1_{H} \otimes a\right) \\
& =a \otimes 1_{A}-1_{A} \otimes a
\end{aligned}
$$

which implies that

$$
a \otimes 1_{H} \otimes 1_{A}-1_{A} \otimes 1_{H} \otimes a=\eta\left(a \otimes 1_{A}^{o}-1_{A} \otimes a^{o}\right)\left(1_{A} \otimes 1_{H} \otimes 1_{A}\right)=0 .
$$

In view of Lemma 2.6, we are left to check that

$$
\begin{equation*}
\operatorname{Prim}(A \odot H \odot A) \subseteq\left(1_{A} \otimes \operatorname{Prim}(H) \otimes 1_{A}\right)+\langle s-t\rangle \tag{45}
\end{equation*}
$$

Let us consider a primitive element $\xi \in A \odot H \odot A$. Fix a basis $\left\{e_{i} \mid i \in S\right\}$ for $A$ as a vector space, where $S$ is some set of indexes with a distinguished index 0 and $e_{0}=1_{A}$. Write

$$
\xi=\sum_{i, j} e_{i} \otimes h_{i j} \otimes e_{j}
$$

where almost all the $h_{i j}$ are 0 . Consider also the dual elements $\left\{e_{i}^{*} \mid i \in S\right\}$ of the $e_{i}$ 's. Since $\xi$ is primitive, the following relation holds

$$
\begin{gather*}
\sum_{i, j}\left(e_{i} \otimes\left(h_{i j}\right)_{(1)} \otimes 1_{A}\right) \otimes_{A}\left(1_{A} \otimes\left(h_{i j}\right)_{(2)} \otimes e_{j}\right) \\
=\sum_{i, j}\left(e_{i} \otimes h_{i j} \otimes e_{j}\right) \otimes_{A}\left(1_{A} \otimes 1_{H} \otimes 1_{A}\right)+\left(1_{A} \otimes 1_{H} \otimes 1_{A}\right) \otimes_{A}\left(e_{i} \otimes h_{i j} \otimes e_{j}\right) . \tag{46}
\end{gather*}
$$

For $k \neq 0 \neq l$, let us apply the $\mathbb{k}$-linear morphism $\left(e_{k}^{*} \otimes H \otimes A\right) \otimes_{A}\left(A \otimes H \otimes e_{l}^{*}\right)$ to both sides of the identity (46). We find out that

$$
\sum\left(\left(h_{k l}\right)_{(1)} \otimes 1_{A}\right) \otimes_{A}\left(1_{A} \otimes\left(h_{k l}\right)_{(2)}\right)=0
$$

from which it follows that $h_{k l}=0$, by applying $(H \otimes A) \otimes_{A}\left(A \otimes \varepsilon_{H}\right)$ to both sides again. Therefore,

$$
\xi=1_{A} \otimes h_{00} \otimes 1_{A}+\sum_{i \neq 0} e_{i} \otimes h_{i 0} \otimes 1_{A}+\sum_{i \neq 0} 1_{A} \otimes h_{0 i} \otimes e_{i} .
$$

Consider again the identity (46), that now rewrites

$$
\begin{gathered}
{\left[\begin{array}{c}
\sum\left(1_{A} \otimes\left(h_{00}\right)_{(1)} \otimes 1_{A}\right) \otimes_{A}\left(1_{A} \otimes\left(h_{00}\right)_{(2)} \otimes 1_{A}\right)+ \\
+\sum_{i \neq 0}\left(e_{i} \otimes\left(h_{i 0}\right)_{(1)} \otimes 1_{A}\right) \otimes_{A}\left(1_{A} \otimes\left(h_{i 0}\right)_{(2)} \otimes 1_{A}\right)+ \\
+\sum_{i \neq 0}\left(1_{A} \otimes\left(h_{0 i}\right)_{(1)} \otimes 1_{A}\right) \otimes_{A}\left(1_{A} \otimes\left(h_{0 i}\right)_{(2)} \otimes e_{i}\right)
\end{array}\right]} \\
=\left[\begin{array}{c}
\left(1_{A} \otimes h_{00} \otimes 1_{A}\right) \otimes_{A}\left(1_{A} \otimes 1_{H} \otimes 1_{A}\right)+\left(1_{A} \otimes 1_{H} \otimes 1_{A}\right) \otimes_{A}\left(1_{A} \otimes h_{00} \otimes 1_{A}\right)+ \\
+\sum_{i \neq 0}\left(e_{i} \otimes h_{i 0} \otimes 1_{A}\right) \otimes_{A}\left(1_{A} \otimes 1_{H} \otimes 1_{A}\right)+\left(1_{A} \otimes 1_{H} \otimes 1_{A}\right) \otimes_{A}\left(e_{i} \otimes h_{i 0} \otimes 1_{A}\right)+ \\
+\sum_{i \neq 0}\left(1_{A} \otimes h_{0 i} \otimes e_{i}\right) \otimes_{A}\left(1_{A} \otimes 1_{H} \otimes 1_{A}\right)+\left(1_{A} \otimes 1_{H} \otimes 1_{A}\right) \otimes_{A}\left(1_{A} \otimes h_{0 i} \otimes e_{i}\right)
\end{array}\right] .
\end{gathered}
$$

If we apply $\left(1_{A}^{*} \otimes H \otimes A\right) \otimes_{A}\left(A \otimes H \otimes 1_{A}^{*}\right)$ then we get that

$$
\begin{gather*}
\sum\left(\left(h_{00}\right)_{(1)} \otimes 1_{A}\right) \otimes_{A}\left(1_{A} \otimes\left(h_{00}\right)_{(2)}\right)= \\
{\left[\begin{array}{c}
\left(h_{00} \otimes 1_{A}\right) \otimes_{A}\left(1_{A} \otimes 1_{H}\right)+\left(1_{H} \otimes 1_{A}\right) \otimes_{A}\left(1_{A} \otimes h_{00}\right)+ \\
+\sum_{i \neq 0}\left(1_{H} \otimes 1_{A}\right) \otimes_{A}\left(e_{i} \otimes h_{i 0}\right)+\left(h_{0 i} \otimes e_{i}\right) \otimes_{A}\left(1_{A} \otimes 1_{H}\right)
\end{array}\right] .} \tag{47}
\end{gather*}
$$

By resorting to the $\mathbb{k}$-linear isomorphism $(H \otimes A) \otimes_{A}(A \otimes H) \cong H \otimes A \otimes H$, the equality (47) becomes

$$
\begin{equation*}
\sum\left(h_{00}\right)_{(1)} \otimes 1_{A} \otimes\left(h_{00}\right)_{(2)}=h_{00} \otimes 1_{A} \otimes 1_{H}+1_{H} \otimes 1_{A} \otimes h_{00}+\sum_{i \neq 0} h_{0 i} \otimes e_{i} \otimes 1_{H}+1_{H} \otimes e_{i} \otimes h_{i 0} . \tag{48}
\end{equation*}
$$

By applying $H \otimes 1_{A}^{*} \otimes H$ to both sides of the identity (48) we get that

$$
\sum\left(h_{00}\right)_{(1)} \otimes\left(h_{00}\right)_{(2)}=h_{00} \otimes 1_{H}+1_{H} \otimes h_{00},
$$

whence $h_{00}$ is primitive in $H$, and by applying $H \otimes e_{k}^{*} \otimes H$ for all $k \neq 0$ we get

$$
\begin{equation*}
1_{H} \otimes h_{k 0}+h_{0 k} \otimes 1_{H}=0 . \tag{49}
\end{equation*}
$$

By applying further $H \otimes \varepsilon_{H}$ we find that $h_{0 k}=-\varepsilon\left(h_{k 0}\right) 1_{H}$ and hence from (49) we deduce that

$$
0=1_{H} \otimes h_{k 0}-\varepsilon\left(h_{k 0}\right) 1_{H} \otimes 1_{H}=1_{H} \otimes\left(h_{k 0}-\varepsilon\left(h_{k 0}\right) 1_{H}\right),
$$

which in turn entails that $h_{k 0}-\varepsilon\left(h_{k 0}\right) 1_{H}=0$ by applying $\varepsilon_{H} \otimes H$ to both sides, that is, $h_{k 0}=\varepsilon\left(h_{k 0}\right) 1_{H}$ for all $k \neq 0$. Summing up,

$$
\xi=1_{A} \otimes h_{00} \otimes 1_{A}+\sum_{k \neq 0} \varepsilon\left(h_{k 0}\right)\left(e_{k} \otimes 1_{H} \otimes 1_{A}-1_{A} \otimes 1_{H} \otimes e_{k}\right)
$$

which proves that the inclusion (45) holds.
Corollary 4.4. For any $A$-anchored Lie algebra $(L, \omega)$ we have

$$
\operatorname{Prim}\left(A \odot U_{\mathrm{k}}(L) \odot A\right) \cong L \ltimes_{\delta}\left\langle s_{\mathcal{B}_{L}}-t_{\mathcal{B}_{L}}\right\rangle
$$

Proof. It follows from [34, Theorem 5.18] that $\operatorname{Prim}\left(U_{k}(L)\right)=L$. Moreover, it is clear that $L \cong 1_{A} \otimes L \otimes 1_{A}$ as $A$-anchored Lie algebras.

It is evident from Corollary 4.4 why, in general, the unit $\gamma_{L}: L \rightarrow \operatorname{Prim}\left(\mathcal{B}_{L}\right)$ from Theorem 3.6 cannot be surjective.
4.2. Primitively generated bialgebroids. Let $\mathcal{B}$ be an $A$-bialgebroid and consider the $A^{e}$-bimodule

$$
M_{\mathcal{B}}:=A^{e} \otimes \operatorname{Prim}(\mathcal{B}) \otimes A^{e} .
$$

There is a canonical $A^{e}$-bilinear map $\varphi_{\mathcal{B}}: M_{\mathcal{B}} \rightarrow \mathcal{B}$ given by

$$
A^{e} \otimes \operatorname{Prim}(\mathcal{B}) \otimes A^{e} \xrightarrow{\eta_{\mathcal{B}} \otimes \theta_{\mathcal{B}} \otimes \eta_{\mathcal{B}}} \mathcal{B} \otimes \mathcal{B} \otimes \mathcal{B} \xrightarrow{m_{2}} \mathcal{B}
$$

where $\theta_{\mathcal{B}}: \operatorname{Prim}(\mathcal{B}) \rightarrow \mathcal{B}$ is the inclusion and $m_{2}: \mathcal{B} \otimes \mathcal{B} \otimes \mathcal{B} \rightarrow \mathcal{B}, x \otimes y \otimes z \mapsto x y z$. Therefore, by the universal property of the tensor $A^{e}$-ring $T_{A^{e}}\left(M_{\mathcal{B}}\right)$ (considered as the free
$A^{e}$-ring on the $A^{e}$-bimodule $M_{\mathcal{B}}$; see [30, Theorem VII.3.2] or [37, Proposition 1.4.1]), there exists a unique morphism of $A^{e}$-rings

$$
\begin{equation*}
\Phi_{\mathcal{B}}: T_{A^{e}}\left(M_{\mathcal{B}}\right) \rightarrow \mathcal{B} \tag{50}
\end{equation*}
$$

that extends $\varphi_{\mathcal{B}}$. We set $\varsigma_{\mathcal{B}}: M_{\mathcal{B}} \rightarrow T_{\mathcal{A}^{e}}\left(M_{\mathcal{B}}\right)$ for the canonical inclusion.
Since $T_{A^{e}}\left(M_{\mathcal{B}}\right)$ is a graded $A^{e}$-ring with grading given by

$$
T_{A^{e}}\left(M_{\mathcal{B}}\right)_{0}:=A^{e} \quad \text { and } \quad T_{A^{e}}\left(M_{\mathcal{B}}\right)_{n}:=M_{\mathcal{B}} \otimes_{A^{e}} \cdots \otimes_{A^{e}} M_{\mathcal{B}} \quad(n \text { times }),
$$

for all $n \geq 1, \mathcal{B}$ inherits a natural filtration as $A^{e}$-ring given by

$$
\begin{equation*}
F_{n}(\mathcal{B}):=\Phi_{\mathcal{B}}\left(\bigoplus_{k=0}^{n} T_{A^{e}}\left(M_{\mathcal{B}}\right)_{k}\right) . \tag{51}
\end{equation*}
$$

We set by definition $F_{-1}(\mathcal{B}):=0$, as usual. Notice that $F_{1}(\mathcal{B})$ is the $A^{e}$-subbimodule of $\mathcal{B}$ generated by $A^{e}$ and $\operatorname{Prim}(\mathcal{B})$, thus we call $\left\{F_{n}(\mathcal{B}) \mid n \in \mathbb{N}\right\}$ the primitive filtration.

Example 4.5. Let $(L, \omega)$ be an $A$-anchored Lie algebra and consider the Connes-Moscovici bialgebroid $\mathcal{B}_{L}=A \odot U_{\mathrm{k}}(L) \odot A$. Recall that $U_{\mathrm{k}}(L)$ is a filtered $\mathbb{k}$-algebra with filtration induced by the canonical projection $T_{k}(L) \rightarrow U_{k}(L)$. Then

$$
\begin{equation*}
F_{n}\left(A \odot U_{\mathrm{k}}(L) \odot A\right)=A \otimes F_{n}\left(U_{\mathrm{k}}(L)\right) \otimes A \tag{52}
\end{equation*}
$$

Definition 4.6. We say that an $A$-bialgebroid $\mathcal{B}$ is primitively generated if $\mathcal{B}=\bigcup_{n \geq 0} F_{n}(\mathcal{B})$.
Remark 4.7. Definition 4.6 is given in the same spirit of [34, page 239]. In particular, the Connes-Moscovici bialgebroid $A \odot U_{\mathfrak{k}}(L) \odot A$ of an $A$-anchored Lie algebra $(L, \omega)$ is primitively generated. Notice also that $\mathcal{B}$ is primitively generated if and only if $\Phi_{\mathcal{B}}$ of (50) is surjective.

Proposition 4.8. The canonical morphism $\Phi_{\mathcal{B}}$ is natural in $\mathcal{B} \in$ Bialgd $_{A}$. Namely, every morphism $\phi: \mathcal{B} \rightarrow \mathcal{B}^{\prime}$ of $A$-bialgebroids induces a morphism $T_{\phi}: T_{A^{e}}\left(M_{\mathcal{B}}\right) \rightarrow T_{A^{e}}\left(M_{\mathcal{B}^{\prime}}\right)$ of graded $A^{e}$-rings in a functorial way and the following diagram commutes


Proof. By the universal property of the tensor $A^{e}$-ring and a standard argument, any morphism $\phi: \mathcal{B} \rightarrow \mathcal{B}^{\prime}$ of $A$-bialgebroids induces a unique morphism $T_{\phi}: T_{A^{e}}\left(M_{\mathcal{B}}\right) \rightarrow$ $T_{A^{e}}\left(M_{\mathcal{B}^{\prime}}\right)$ of graded $A^{e}$-rings extending $A^{e} \otimes \mathbb{P}(\phi) \otimes A^{e}$. It satisfies $\phi \circ \Phi_{\mathcal{B}}=\Phi_{\mathcal{B}^{\prime}} \circ T_{\phi}$.

Corollary 4.9. Any morphism $\phi: \mathcal{B} \rightarrow \mathcal{B}^{\prime}$ of $A$-bialgebroids is filtered with respect to the primitive filtration, that is to say, $\phi\left(F_{n}(\mathcal{B})\right) \subseteq F_{n}\left(\mathcal{B}^{\prime}\right)$ for all $n \geq 0$. In particular, the component of the counit $\epsilon_{\mathcal{B}}$ corresponding to an $A$-bialgebroid $\mathcal{B}$ is a filtered morphism. Furthermore, $\epsilon_{\mathcal{B}}$ is surjective if and only if $\mathcal{B}$ is primitively generated.

Proof. The fact that any morphism of $A$-bialgebroids is filtered follows from the commutativity of (53) and the definition of the primitive filtration. Now, set $U:=U_{k}(\operatorname{Prim}(\mathcal{B}))$ and $L:=\operatorname{Prim}(\mathcal{B})$. Since, by Proposition 4.3,

$$
\operatorname{Prim}(A \odot U \odot A)=\left(1_{A} \otimes L \otimes 1_{A}\right) \oplus\left\langle s_{\mathcal{B}_{L}}-t_{\mathcal{B}_{L}}\right\rangle
$$

and since $\mathbb{P}\left(\epsilon_{\mathcal{B}}\right)\left(1_{A} \otimes X \otimes 1_{A}\right)=X$ for all $X \in \operatorname{Prim}(\mathcal{B})$, it is clear that $\mathbb{P}\left(\epsilon_{\mathcal{B}}\right)$ is surjective. Thus, $T_{\epsilon_{\mathcal{B}}}: T_{A^{e}}\left(M_{\mathcal{B}_{L}}\right) \rightarrow T_{A^{e}}\left(M_{\mathcal{B}}\right)$ is surjective as well and we know from Example 4.5 that $\Phi_{\mathcal{B}_{L}}$ is surjective. Since, by naturality of $\Phi_{\mathcal{B}}$, the following diagram commutes

$\epsilon_{\mathcal{B}}$ is surjective if and only if $\Phi_{\mathcal{B}}$ is.
Example 4.10. Let $A=\operatorname{Mat}_{n}(\mathbb{k})$ be the algebra of $n \times n$ matrices with coefficients in $\mathbb{k}$, for $n \geq 2$. Consider again the bialgebroid $\mathcal{B}=\operatorname{End}_{k}(A)$ of Example 1.7(c), its space of primitive elements $\operatorname{Prim}(\mathcal{B})=\operatorname{Der}_{\mathrm{k}}(A)$ and the associated Connes-Moscovici bialgebroid $A \odot U_{\mathrm{k}}\left(\operatorname{Der}_{\mathrm{k}}(A)\right) \odot A$ as in Example 3.8. Every $f \in \operatorname{End}_{\mathrm{k}}(A)$ is uniquely determined by the images $f\left(E_{i, j}\right)=\sum_{h, k} f_{h, k}^{i, j} E_{h, k}$ for all $i, j$ and it satisfies

$$
f(M)=\sum_{h, k}\left(\sum_{i, j} m_{i, j} f_{h, k}^{i, j}\right) E_{h, k}=\sum_{h, k} \sum_{i, j} f_{h, k}^{i, j} E_{h, i} M E_{j, k}=\eta_{\mathcal{B}}\left(\sum_{i, j, h, k} f_{h, k}^{i, j} E_{h, i} \otimes E_{j, k}\right)(M),
$$

whence $\epsilon_{\mathcal{B}}$ is surjective and $\mathcal{B}$ is primitively generated.
Let $\mathcal{B}$ be an $A$-bialgebroid. Recall that, given the filtered left $A^{e}$-module $\mathcal{B}$ with filtration $\left\{F_{n}(\mathcal{B}) \mid n \geq 0\right\}$ as in (51), we can consider the associated graded left $A^{e}$-module $\operatorname{gr}(\mathcal{B})$ as in $\S 1.1$. Since $\epsilon_{\mathcal{B}}$ is a morphism of filtered $A^{e}$-modules, it induces a left $A^{e}$-linear homomorphism

$$
\operatorname{gr}\left(\epsilon_{\mathcal{B}}\right): \operatorname{gr}(A \odot U(\operatorname{Prim}(\mathcal{B})) \odot A) \rightarrow \operatorname{gr}(\mathcal{B}) .
$$

The following lemma, which should be well-known, is implicitly needed in the proof of Theorem 4.13 below. Its statement resembles closely [35, Remark 2.4]. Its proof can be deduced from the results in [17, Appendix B] and it follows closely the argument reported in [48, page 229] for coalgebras over a field, but we sketch it here for the sake of the reader.
Lemma 4.11. Let $\mathcal{B}$ be a primitively generated $A$-bialgebroid. Then $\left({ }_{s} \mathcal{B}_{t^{\circ}}, \Delta_{\mathcal{B}}, \varepsilon_{\mathcal{B}}\right)$ is a filtered $A$-coring with the primitive filtration. In particular, if $\operatorname{gr}_{n}(\mathcal{B})$ is a projective left $A^{e}$-module for all $n \geq 0$, then $F_{n}(\mathcal{B})$ is a projective left $A^{e}$-module for all $n \geq 0$, the map $\operatorname{gr}(\mathcal{B}) \otimes_{A} \operatorname{gr}(\mathcal{B}) \rightarrow \operatorname{gr}\left(\mathcal{B} \otimes_{A} \mathcal{B}\right), \quad\left(x+F_{h}(\mathcal{B})\right) \otimes_{A}\left(y+F_{k}(\mathcal{B})\right) \mapsto x \otimes_{A} y+F_{h+k+1}\left(\mathcal{B} \otimes_{A} \mathcal{B}\right)$, is an isomorphism of left $A^{e}$-modules and the $A$-coring structure on $\mathcal{B}$ induces an $A$-coring structure on $\operatorname{gr}(\mathcal{B})$. Furthermore, any morphism $\phi: \mathcal{B} \rightarrow \mathcal{B}^{\prime}$ of primitively generated A-bialgebroids which are graded projective as $A$-corings induces a morphism of graded $A$-corings $\operatorname{gr}(\phi): \operatorname{gr}(\mathcal{B}) \rightarrow \operatorname{gr}\left(\mathcal{B}^{\prime}\right)$.

Proof. It follows from Lemma 1.1 and Proposition 1.2, once proved that $\mathcal{B}$ with the filtration $\left\{F_{n}(\mathcal{B}) \mid n \in \mathbb{N}\right\}$ is a filtered $A$-coring. To this aim observe that, as a left $A^{e}$-submodule of $\mathcal{B}, F_{n}(\mathcal{B})$ is generated by $1_{\mathcal{B}}$ and by elements of the form $X_{1} \cdots X_{k}$ for $1 \leq k \leq n$ and $X_{i} \in \operatorname{Prim}(\mathcal{B})$ for all $i$. By applying $\Delta_{\mathcal{B}}$ we find that

$$
\begin{gathered}
\Delta_{\mathcal{B}}\left(1_{\mathcal{B}}\right)=1_{\mathcal{B}} \otimes_{A} 1_{\mathcal{B}} \in F_{0}(\mathcal{B}) \otimes_{A} F_{0}(\mathcal{B}) \quad \text { and that } \\
\Delta_{\mathcal{B}}\left(X_{1} \cdots X_{k}\right)=\prod_{i=1}^{k}\left(X_{i} \otimes_{A} 1_{\mathcal{B}}+1_{\mathcal{B}} \otimes_{A} X_{i}\right)=\sum_{t+s=k} X_{p_{1}} \cdots X_{p_{t}} \otimes_{A} X_{q_{1}} \cdots X_{q_{s}}
\end{gathered}
$$

belongs to $\sum_{t+s=k} F_{t}(\mathcal{B}) \otimes_{A} F_{s}(\mathcal{B})$, where $\left\{p_{i} \mid 1 \leq i \leq t\right\} \cup\left\{q_{j} \mid 1 \leq j \leq s\right\}=\{1, \ldots, k\}$, $p_{1}<p_{2}<\cdots<p_{t}$ and $q_{1}<q_{2}<\cdots<q_{s}$. By left $A^{e}$-linearity of $\Delta_{\mathcal{B}}$, we may conclude that it is filtered. On the other hand, $\varepsilon_{\mathcal{B}}$ is obviously filtered (by definition of the filtration on $A)$. Therefore, $\left({ }_{s} \mathcal{B}_{t^{o}}, \Delta_{\mathcal{B}}, \varepsilon_{\mathcal{B}}\right)$ is in fact a filtered $A$-coring.

In view of Lemma 4.11 and by mimicking [35, page 3140] and $\S 1.2$, we give the following definition.

Definition 4.12. A primitively generated $A$-bialgebroid $\mathcal{B}$ is called graded projective if each associated graded component $\operatorname{gr}_{n}(\mathcal{B})$ is a projective left $A^{e}$-module.

The following can be understood as an analogue of the celebrated Heyneman-Radford Theorem for coalgebras [20, Proposition 2.4.2] (extending the earlier Heyneman-Sweedler Theorem [22, Lemma 3.2.6]).

Theorem 4.13. Let $\phi: \mathcal{B} \rightarrow \mathcal{B}^{\prime}$ be a morphism of graded projective primitively generated A-bialgebroids. If $\operatorname{gr}(\mathcal{B})$ is strongly graded as an $A$-coring and $\phi$ is injective when restricted to the left $A^{e}$-submodule of $\mathcal{B}$ generated by $\operatorname{Prim}(\mathcal{B})$, then $\phi$ is injective.
Proof. In order to prove that $\phi$ is injective, we are going to prove that $\operatorname{gr}(\phi)$ is injective. In view of [36, Chapter D, Corollary III.6], the latter implies that $\phi$ is injective as well.

To this aim, let us prove that $\operatorname{gr}_{n}(\phi)$ is injective for every $n \geq 0$. To begin with, let us prove that $\operatorname{gr}_{0}(\phi)$ is injective. Since $\operatorname{gr}_{0}(\mathcal{B})=F_{0}(\mathcal{B}) / F_{-1}(\mathcal{B})=F_{0}(\mathcal{B})=\Phi_{\mathcal{B}}\left(A^{e}\right)$, we may take $\sum_{i} s_{\mathcal{B}}\left(a_{i}\right) t_{\mathcal{B}}\left(b_{i}^{o}\right)$ as generic element in $\operatorname{ker}\left(\operatorname{gr}_{0}(\phi)\right)$. Then

$$
0=\operatorname{gr}_{0}(\phi)\left(\sum_{i} s_{\mathcal{B}}\left(a_{i}\right) t_{\mathcal{B}}\left(b_{i}^{o}\right)\right)=\sum_{i} s_{\mathcal{B}^{\prime}}\left(a_{i}\right) t_{\mathcal{B}^{\prime}}\left(b_{i}^{o}\right) .
$$

By applying $\varepsilon_{\mathcal{B}^{\prime}}$ to both sides we find out that $\sum_{i} a_{i} b_{i}=0$ in $A$, whence

$$
\sum_{i} a_{i} \otimes b_{i}^{o}=\sum_{i}\left(a_{i} \otimes 1_{A}^{o}\right)\left(b_{i} \otimes 1_{A}^{o}-1_{A} \otimes b_{i}^{o}\right)
$$

in $A^{e}$ and so

$$
\sum_{i} s_{\mathcal{B}}\left(a_{i}\right) t_{\mathcal{B}}\left(b_{i}^{o}\right)=\sum_{i} s_{\mathcal{B}}\left(a_{i}\right)\left(s_{\mathcal{B}}\left(b_{i}\right)-t_{\mathcal{B}}\left(b_{i}^{o}\right)\right) \in A^{e} \cdot\left\langle s_{\mathcal{B}}-t_{\mathcal{B}}\right\rangle .
$$

Being $\phi$ injective on $A^{e} \cdot \operatorname{Prim}(\mathcal{B})$, we conclude that $\sum_{i} s_{\mathcal{B}}\left(a_{i}\right) t_{\mathcal{B}}\left(b_{i}^{o}\right)=0$ and hence $\mathrm{gr}_{0}(\phi)$ is injective.

To prove that $\mathrm{gr}_{1}(\phi)$ is injective, notice that an element in $F_{1}(\mathcal{B}) / F_{0}(\mathcal{B})$ is of the form

$$
\begin{aligned}
& \sum_{i} s_{\mathcal{B}}\left(a_{i}\right) t_{\mathcal{B}}\left(b_{i}^{o}\right)+\sum_{j} s_{\mathcal{B}}\left(a_{j}^{\prime}\right) t_{\mathcal{B}}\left(b_{j}^{\prime o}\right) X_{j} s_{\mathcal{B}}\left(a_{j}^{\prime \prime}\right) t_{\mathcal{B}}\left(b_{j}^{\prime \prime o}\right)+F_{0}(\mathcal{B}) \\
& \stackrel{(35)}{=} \sum_{j} s_{\mathcal{B}}\left(a_{j}^{\prime} a_{j}^{\prime \prime}\right) t_{\mathcal{B}}\left(\left(b_{j}^{\prime \prime} b_{j}^{\prime}\right)^{o}\right) X_{j}+F_{0}(\mathcal{B})
\end{aligned}
$$

for $X_{j} \in \operatorname{Prim}(\mathcal{B})$ and $a_{i}, b_{i}, a_{j}^{\prime}, b_{j}^{\prime}, a_{j}^{\prime \prime}, b_{j}^{\prime \prime} \in A$ for all $i, j$. Therefore, we may assume that $\sum_{i} s_{\mathcal{B}}\left(a_{i}\right) t_{\mathcal{B}}\left(b_{i}^{o}\right) X_{i}+F_{0}(\mathcal{B})$ is a generic element belonging to $\operatorname{ker}\left(\operatorname{gr}_{1}(\phi)\right)$. This implies that

$$
0=\operatorname{gr}_{1}(\phi)\left(\sum_{i} s_{\mathcal{B}}\left(a_{i}\right) t_{\mathcal{B}}\left(b_{i}^{o}\right) X_{i}+F_{0}(\mathcal{B})\right)=\sum_{i} s_{\mathcal{B}^{\prime}}\left(a_{i}\right) t_{\mathcal{B}^{\prime}}\left(b_{i}^{o}\right) \phi\left(X_{i}\right)+F_{0}\left(\mathcal{B}^{\prime}\right)
$$

and hence there exists $\sum_{j} s_{\mathcal{B}^{\prime}}\left(a_{j}^{\prime}\right) t_{\mathcal{B}^{\prime}}\left(b_{j}^{\prime o}\right) \in F_{0}\left(\mathcal{B}^{\prime}\right)$ such that

$$
\sum_{i} s_{\mathcal{B}^{\prime}}\left(a_{i}\right) t_{\mathcal{B}^{\prime}}\left(b_{i}^{o}\right) \phi\left(X_{i}\right)+\sum_{j} s_{\mathcal{B}^{\prime}}\left(a_{j}^{\prime}\right) t_{\mathcal{B}^{\prime}}\left(b_{j}^{\prime o}\right)=0
$$

in $\mathcal{B}^{\prime}$. By applying $\varepsilon_{\mathcal{B}^{\prime}}$ again we find out that $\sum_{j} a_{j}^{\prime} b_{j}^{\prime}=0$ and hence

$$
\sum_{j} s_{\mathcal{B}^{\prime}}\left(a_{j}^{\prime}\right) t_{\mathcal{B}^{\prime}}\left(b_{j}^{\prime o}\right)=\sum_{j} s_{\mathcal{B}^{\prime}}\left(a_{j}^{\prime}\right)\left(s_{\mathcal{B}^{\prime}}\left(b_{j}^{\prime}\right)-t_{\mathcal{B}^{\prime}}\left(b_{j}^{\prime o}\right)\right) \in A^{e} \cdot\left\langle s_{\mathcal{B}^{\prime}}-t_{\mathcal{B}^{\prime}}\right\rangle .
$$

Summing up,

$$
\begin{aligned}
0 & =\sum_{i} s_{\mathcal{B}^{\prime}}\left(a_{i}\right) t_{\mathcal{B}^{\prime}}\left(b_{i}^{o}\right) \phi\left(X_{i}\right)+\sum_{j} s_{\mathcal{B}^{\prime}}\left(a_{j}^{\prime}\right)\left(s_{\mathcal{B}^{\prime}}\left(b_{j}^{\prime}\right)-t_{\mathcal{B}^{\prime}}\left(b_{j}^{\prime o}\right)\right) \\
& =\phi\left(\sum_{i} s_{\mathcal{B}}\left(a_{i}\right) t_{\mathcal{B}}\left(b_{i}^{o}\right) X_{i}+\sum_{j} s_{\mathcal{B}}\left(a_{j}^{\prime}\right)\left(s_{\mathcal{B}}\left(b_{j}^{\prime}\right)-t_{\mathcal{B}}\left(b_{j}^{\prime o}\right)\right)\right),
\end{aligned}
$$

but, being $\phi$ injective on $A^{e} \cdot \operatorname{Prim}(\mathcal{B})$, this yields that

$$
0=\sum_{i} s_{\mathcal{B}}\left(a_{i}\right) t_{\mathcal{B}}\left(b_{i}^{o}\right) X_{i}+\sum_{j} s_{\mathcal{B}}\left(a_{j}^{\prime}\right)\left(s_{\mathcal{B}}\left(b_{j}^{\prime}\right)-t_{\mathcal{B}}\left(b_{j}^{\prime o}\right)\right)
$$

in $\mathcal{B}$ and hence

$$
\sum_{i} s_{\mathcal{B}}\left(a_{i}\right) t_{\mathcal{B}}\left(b_{i}^{o}\right) X_{i}+F_{0}(\mathcal{B})=0
$$

Finally, let us prove that $\operatorname{gr}_{n}(\phi)$ is injective for all $n \geq 1$ by induction. We just showed the case $n=1$. Assume that $\operatorname{gr}_{1}(\phi), \ldots, \operatorname{gr}_{n}(\phi)$ are all injective for a certain $n \geq 1$ and consider an element $z \in \operatorname{ker}\left(\operatorname{gr}_{n+1}(\phi)\right)$. Consider also the canonical projections

$$
p_{h, k}^{\mathcal{B}}: \bigoplus_{i+j=n+1} \operatorname{gr}_{i}(\mathcal{B}) \otimes_{A} \operatorname{gr}_{j}(\mathcal{B}) \rightarrow \operatorname{gr}_{h}(\mathcal{B}) \otimes_{A} \operatorname{gr}_{k}(\mathcal{B})
$$

for $h+k=n+1$, as in (9). For all $p, q$ such that $p+q=n+1$ we have that

$$
\begin{equation*}
p_{h, k}^{\mathcal{B}^{\prime}} \circ\left(\bigoplus_{i+j=n+1} \operatorname{gr}_{i}(\phi) \otimes_{A} \operatorname{gr}_{j}(\phi)\right)=\left(\operatorname{gr}_{h}(\phi) \otimes_{A} \operatorname{gr}_{k}(\phi)\right) \circ p_{h, k}^{\mathcal{B}} . \tag{54}
\end{equation*}
$$

Therefore, for all $1 \leq h \leq n$ we have that

$$
\begin{aligned}
0 & =\left(p_{h, k}^{\mathcal{B}^{\prime}} \circ \Delta_{\mathrm{gr}\left(\mathcal{B}^{\prime}\right)}^{[n+1]} \circ\left(\operatorname{gr}_{n+1}(\phi)\right)\right)(z) \stackrel{(10)}{=}\left(p_{h, k}^{\mathcal{B}^{\prime}} \circ\left(\bigoplus_{i+j=n+1} \operatorname{gr}_{i}(\phi) \otimes_{A} \operatorname{gr}_{j}(\phi)\right) \circ \Delta_{\mathrm{gr}(\mathcal{B})}^{[n+1]}\right)(z) \\
& \stackrel{(54)}{=}\left(\left(\operatorname{gr}_{h}(\phi) \otimes_{A} \operatorname{gr}_{k}(\phi)\right) \circ p_{h, k}^{\mathcal{B}} \circ \Delta_{\mathrm{gr}(\mathcal{B})}^{[n+1]}\right)(z) .
\end{aligned}
$$

By the induction hypothesis and projectivity of $\operatorname{gr}_{s}(\mathcal{B})$ and $\operatorname{gr}_{s}\left(\mathcal{B}^{\prime}\right)$ as left $A^{e}$-modules for all $s \geq 0$, we know that $\operatorname{gr}_{h}(\phi) \otimes_{A} \operatorname{gr}_{k}(\phi)$ is injective and hence

$$
\left(p_{h, k}^{\mathcal{B}} \circ \Delta_{\mathrm{gr}(\mathcal{B})}^{[n+1]}\right)(z)=0
$$

for all $h+k=n+1,1 \leq h \leq n$. Since $\operatorname{gr}(\mathcal{B})$ is strongly graded by hypothesis, $p_{h, k}^{\mathcal{B}} \circ \Delta_{g(\mathcal{B})}^{[n+1]}$ is injective and hence $z=0$.

Theorem 4.14. Let $\mathcal{B}$ be an $A$-bialgebroid. Then we have an isomorphism

$$
\mathcal{B} \cong A \odot U_{\mathfrak{k}}(L) \odot A
$$

for an A-anchored Lie algebra $(L, \omega)$ if and only if
(CM1) $L$ is a subalgebra of $\operatorname{Prim}(\mathcal{B})$ and $\operatorname{Prim}(\mathcal{B}) \cong L \ltimes_{\delta}\left\langle s_{\mathcal{B}}-t_{\mathcal{B}}\right\rangle$,
(CM2) $\mathcal{B}$ is graded projective and primitively generated,
(CM3) the left $A^{e}$-submodule of $\mathcal{B}$ generated by $L$ is 0 (in which case we require $\eta_{\mathcal{B}}$ to be injective) or it is free and generated by $a \mathbb{k}$-basis of $L$,
(CM4) $A^{e} \cdot\left\langle s_{\mathcal{B}}-t_{\mathcal{B}}\right\rangle \cap A^{e} \cdot L=0\left(\right.$ in particular, $A^{e} \cdot \operatorname{Prim}(\mathcal{B})=\left(A^{e} \cdot L\right) \oplus\left(A^{e} \cdot\left\langle s_{\mathcal{B}}-t_{\mathcal{B}}\right\rangle\right)$ ).
Proof. We want to apply Theorem 4.13 to show that the conditions listed are sufficient. First of all, let us prove that for any $A$-anchored Lie algebra $(L, \omega)$ the Connes-Moscovici bialgebroid $\mathcal{B}_{L}$ is graded projective and that $\operatorname{gr}\left(\mathcal{B}_{L}\right)$ is strongly graded (we already know that $\mathcal{B}_{L}$ is primitively generated from Example 4.5 and Remark 4.7).

In view of (52), we know that $F_{n}\left(\mathcal{B}_{L}\right)=A \otimes F_{n}\left(U_{\mathrm{k}}(L)\right) \otimes A$. By exactness of the tensor product over a field, the short exact sequence of $\mathbb{k}$-vector spaces

$$
0 \longrightarrow F_{n-1}\left(U_{\mathrm{k}}(L)\right) \longrightarrow F_{n}\left(U_{\mathrm{k}}(L)\right) \longrightarrow \operatorname{gr}_{n}\left(U_{\mathrm{k}}(L)\right) \longrightarrow 0
$$

induces a short exact sequence of left $A^{e}$-modules

$$
0 \longrightarrow A \otimes F_{n-1}\left(U_{\mathrm{k}}(L)\right) \otimes A \longrightarrow A \otimes F_{n}\left(U_{\mathfrak{k}}(L)\right) \otimes A \longrightarrow A \otimes \operatorname{gr}_{n}\left(U_{\mathrm{k}}(L)\right) \otimes A \longrightarrow 0
$$

Therefore, we have $\operatorname{gr}_{n}\left(\mathcal{B}_{L}\right) \cong A \otimes \operatorname{gr}_{n}\left(U_{\mathrm{k}}(L)\right) \otimes A$ as left $A^{e}$-modules. In particular, $\operatorname{gr}_{n}\left(\mathcal{B}_{L}\right)$ is a free left $A^{e}$-module.

To show that $\operatorname{gr}\left(\mathcal{B}_{L}\right)$ is strongly graded, consider an element

$$
z:=\sum_{\alpha, \beta} a_{\alpha} \otimes u_{\alpha, \beta} \otimes b_{\beta} \in A \otimes \operatorname{gr}_{n}(U) \otimes A
$$

such that $\left(p_{h, k}^{\mathcal{B}_{L}} \circ \Delta_{g r\left(\mathcal{B}_{L}\right)}^{[n]}\right)(z)=0$ for some $h, k$ satisfying $h+k=n$, where the elements $\left\{a_{\alpha}\right\}_{\alpha}$ in $A$ are linearly independent over $\mathbb{k}$ as well as the elements $\left\{b_{\beta}\right\}_{\beta}$. Now, consider
the commutative diagram


If we plug $z$ in it and we recall that $\operatorname{gr}(U)$ is strongly graded (that is, $p_{h, k}^{\mathrm{gr}(U)} \circ \Delta_{\mathrm{gr}(U)}^{[n]}$ is injective for all $n \geq 0$ and for all $h+k=n$ ) then we find $u_{\alpha, \beta}=0$ for all $\alpha, \beta$ and hence $z=0$.

Now, the inclusion of $A$-anchored Lie algebras $L \rightarrow \operatorname{Prim}(\mathcal{B})$ extends uniquely to a morphism of $A$-bialgebroids $\Psi: \mathcal{B}_{L} \rightarrow \mathcal{B}$, in view of the universal property of $\mathcal{B}_{L}$ (Corollary 3.5). Moreover, similarly to what we did in the proof of Corollary 4.9, one can show that $\Psi$ is surjective (because $\mathcal{B}$ is primitively generated and $\mathbb{P}(\Psi)$ is surjective). Therefore, to conclude by applying Theorem 4.13 we are left to check that the candidate isomorphism $\Psi$ is injective when restricted to $A^{e} \cdot \operatorname{Prim}\left(\mathcal{B}_{L}\right)$. Since $\operatorname{Prim}\left(\mathcal{B}_{L}\right)=\left(1_{A} \otimes L \otimes 1_{A}\right) \oplus\left\langle s_{\mathcal{B}_{L}}-t_{\mathcal{B}_{L}}\right\rangle$, a generic element in $A^{e} \cdot \operatorname{Prim}\left(\mathcal{B}_{L}\right)$ is of the form

$$
\sum_{i, j} a_{i, j} \otimes x_{i} \otimes b_{i, j}+\sum_{h, k} a_{h, k}^{\prime \prime} a_{h}^{\prime} \otimes 1_{U} \otimes b_{h, k}^{\prime \prime}-a_{h, k}^{\prime \prime} \otimes 1_{U} \otimes a_{h}^{\prime} b_{h, k}^{\prime \prime}
$$

for $X_{i} \in L$ and $a_{i, j}, b_{i, j}, a_{h, k}^{\prime \prime}, b_{h, k}^{\prime \prime}, a_{h}^{\prime} \in A$, where we may assume that the $X_{k}$ 's are elements of a $\mathbb{k}$-basis of $L$, without loss of generality. Thus,

$$
\begin{aligned}
0 & =\Psi\left(\sum_{i, j} a_{i, j} \otimes x_{i} \otimes b_{i, j}+\sum_{h, k} a_{h, k}^{\prime \prime} a_{h}^{\prime} \otimes 1_{U} \otimes b_{h, k}^{\prime \prime}-a_{h, k}^{\prime \prime} \otimes 1_{U} \otimes a_{h}^{\prime} b_{h, k}^{\prime \prime}\right) \\
& =\sum_{i, j} s_{\mathcal{B}}\left(a_{i, j}\right) t_{\mathcal{B}}\left(b_{i, j}\right) X_{i}+\sum_{h, k} s_{\mathcal{B}}\left(a_{h, k}^{\prime \prime} k_{h}^{\prime}\right) t_{\mathcal{B}}\left(b_{h, k}^{\prime \prime}\right)-\sum_{h, k} s_{\mathcal{B}}\left(a_{h, k}^{\prime \prime}\right) t_{\mathcal{B}}\left(a_{h}^{\prime} b_{h, k}^{\prime \prime}\right) .
\end{aligned}
$$

By (CM4), this entails that

$$
\begin{gather*}
0=\sum_{i, j} s_{\mathcal{B}}\left(a_{i, j}\right) t_{\mathcal{B}}\left(b_{i, j}\right) X_{i} \quad \text { and }  \tag{55}\\
0=\sum_{h, k} s_{\mathcal{B}}\left(a_{h, k}^{\prime \prime} a_{h}^{\prime}\right) t_{\mathcal{B}}\left(b_{h, k}^{\prime \prime}\right)-s_{\mathcal{B}}\left(a_{h, k}^{\prime \prime}\right) t_{\mathcal{B}}\left(a_{h}^{\prime} b_{h, k}^{\prime \prime}\right) . \tag{56}
\end{gather*}
$$

By (CM3), relation (55) yields that

$$
\sum_{j} a_{i, j} \otimes b_{i, j}=0
$$

in $A^{e}$ for all $i$. Relation (56), instead, implies that

$$
0=\eta_{\mathcal{B}}\left(\sum_{h, k} a_{h, k}^{\prime \prime} a_{h}^{\prime} \otimes b_{h, k}^{\prime \prime}-a_{h, k}^{\prime \prime} \otimes a_{h}^{\prime} b_{h, k}^{\prime \prime}\right) .
$$

However, since $A^{e} \cdot L$ is a free left $A^{e}$-module with action given via $\eta_{\mathcal{B}}$ (or $\eta_{\mathcal{B}}$ is injective by hypothesis), $\eta_{\mathcal{B}}$ itself has to be injective and hence

$$
0=\sum_{h, k} a_{h, k}^{\prime \prime} a_{h}^{\prime} \otimes b_{h, k}^{\prime \prime}-a_{h, k}^{\prime \prime} \otimes a_{h}^{\prime} b_{h, k}^{\prime \prime}
$$

which, in turn, yields

$$
0=\sum_{h, k} a_{h, k}^{\prime \prime} a_{h}^{\prime} \otimes 1_{U} \otimes b_{h, k}^{\prime \prime}-a_{h, k}^{\prime \prime} \otimes 1_{U} \otimes a_{h}^{\prime} b_{h, k}^{\prime \prime}
$$

Summing up, (CM1) ensures the existence of a morphism $\Psi$ and (CM2) entails that $\Psi$ is surjective. Conditions (CM3) and (CM4), instead, allow us to conclude that $\Psi$ is injective on $A^{e} \cdot \operatorname{Prim}\left(\mathcal{B}_{L}\right)$ and hence, by Theorem $4.13, \Psi$ is injective on $\mathcal{B}_{L}$. Thus, $\Psi$ is an isomorphism.
The fact that the conditions (CM1) - (CM4) are necessary is clear
Remark 4.15. In the context of the proof above, observe that if $L=0$, then $\operatorname{Prim}(\mathcal{B})=$ $\left\langle s_{\mathcal{B}}-t_{\mathcal{B}}\right\rangle$. If moreover $\mathcal{B}$ is primitively generated, then $\Psi: A \odot \mathbb{k} \odot A \rightarrow \mathcal{B}$ is surjective and it coincides with $\eta_{\mathcal{B}}: A^{e} \rightarrow \mathcal{B}$ up to the isomorphism $A \odot \mathbb{k} \odot A \cong A^{e}$. This is the point where injectivity of $\eta_{\mathcal{B}}$ enters the picture.

Example 4.16. Let $A=\operatorname{Mat}_{n}(\mathbb{k})$ for $n \geq 2$ and let $\mathcal{B}=\operatorname{End}_{\mathfrak{k}}(A)$ as in Example 1.7(c). It follows from the Skolem-Noether theorem that every derivation of $A$ is inner. In particular, $\operatorname{Prim}(\mathcal{B})=\left\langle s_{\mathcal{B}}-t_{\mathcal{B}}\right\rangle$ and conditions (CM1) and (CM4) are satisfied. Moreover, as we have seen in Example 4.10, $\mathcal{B}$ is also primitively generated and, in fact, $\operatorname{gr}_{n}(\mathcal{B})=0$ for all $n \geq 1$.

In order to apply Theorem 4.14, we are left to show that $\eta_{\mathcal{B}}$ is injective (notice that we already know it is surjective), but a straightforward computation reveals that $\eta_{\mathcal{B}}$ coincides with the composition of isomorphisms

$$
\operatorname{Mat}_{n}(\mathbb{k}) \otimes \operatorname{Mat}_{n}(\mathbb{k})^{\circ} \xrightarrow{\operatorname{Mat}_{n}(\mathbb{k}) \otimes(-)^{\top}} \operatorname{Mat}_{n}(\mathbb{k}) \otimes \operatorname{Mat}_{n}(\mathbb{k}) \cong \operatorname{Mat}_{n^{2}}(\mathbb{k}) \cong \operatorname{End}_{\mathfrak{k}}\left(\operatorname{Mat}_{n}(\mathbb{k})\right) .
$$

Therefore, (CM2) and (CM3) are satisfied as well and, by Theorem 4.14, $\mathcal{B} \cong A \odot U_{k}(0) \odot A$.
4.3. Bialgebroids over commutative algebras. A slightly more favourable situation is provided by the case of bialgebroids over a commutative base.

Let us assume henceforth that $A$ is a commutative $\mathbb{k}$-algebra. This implies that now we can consider the target $t_{\mathcal{B}}$ of an $A$-bialgebroid $\mathcal{B}$ as an algebra map $t_{\mathcal{B}}: A \rightarrow \mathcal{B}$ and hence we will omit the $(-)^{\circ}$. By Lemma 4.1, we may consider the quotient Lie algebra

$$
\overline{\operatorname{Prim}(\mathcal{B})}:=\operatorname{Prim}(\mathcal{B}) /\left\langle s_{\mathcal{B}}-t_{\mathcal{B}}\right\rangle,
$$

which is $A$-anchored with anchor $\bar{\omega}_{\mathcal{B}}$ induced by $\omega_{\mathcal{B}}$, because now $\left\langle s_{\mathcal{B}}-t_{\mathcal{B}}\right\rangle$ is abelian with zero anchor. This induces a well-defined functor

$$
\mathbb{P}^{\prime}: \text { Bialgd }_{A} \rightarrow \text { AnchLie }_{A}, \quad \mathcal{B} \mapsto \overline{\operatorname{Prim}(\mathcal{B})} .
$$

As we have seen in Proposition 4.3 and in Corollary 4.4, $\mathcal{B}_{L}$ satisfies the additional property that $\operatorname{Prim}\left(\mathcal{B}_{L}\right) \cong \overline{\operatorname{Prim}\left(\mathcal{B}_{L}\right)} \ltimes_{\delta}\left\langle s_{\mathcal{B}_{L}}-t_{\mathcal{B}_{L}}\right\rangle$ as $A$-anchored Lie algebras. If we restrict our attention to the full subcategory Bialgd ${ }_{A}$ of Bialgd ${ }_{A}$ composed by all those $A$-bialgebroids $\mathcal{B}$ such that $\operatorname{Prim}(\mathcal{B}) \cong \operatorname{Prim}(\mathcal{B}) \ltimes_{\delta}\left\langle s_{\mathcal{B}}-t_{\mathcal{B}}\right\rangle$ as $A$-anchored Lie algebras, then the functors $\mathbb{B}$ and $\mathbb{P}^{\prime}$ induce functors

$$
\overline{\mathbb{P}}: \overline{\operatorname{Bialgd}}_{A} \rightarrow \text { AnchLie }_{A}, \quad \mathcal{B} \mapsto \overline{\operatorname{Prim}(\mathcal{B})}
$$

and

$$
\overline{\mathbb{B}}: \text { AnchLie }_{A} \rightarrow \overline{\operatorname{Bialgd}}_{A}, \quad(L, \omega) \mapsto A \odot U_{\mathrm{k}}(L) \odot A .
$$

It can be shown that, in this case, we always have a natural isomorphism

$$
\bar{\gamma}_{L}:=\left(L \xrightarrow{\gamma_{L}} \operatorname{Prim}\left(\mathcal{B}_{L}\right) \rightarrow \overline{\operatorname{Prim}\left(\mathcal{B}_{L}\right)}\right)
$$

inducing a surjective map

$$
\operatorname{Bialgd}_{A}\left(\mathcal{B}_{L}, \mathcal{B}\right) \rightarrow \operatorname{AnchLie}_{A}\left((L, \omega),\left(\overline{\operatorname{Prim}(\mathcal{B})}, \bar{\omega}_{\mathcal{B}}\right)\right)
$$

which, however, is not injective in general (that is, $\overline{\mathbb{B}}$ and $\overline{\mathbb{P}}$ are not adjoint functors). Nevertheless, we may always consider a "preferred" morphism of $A$-bialgebroids

$$
\bar{\epsilon}_{\mathcal{B}}:=\left(A \odot U_{k}(\overline{\operatorname{Prim}(\mathcal{B})}) \odot A \xrightarrow{A \odot U_{k}\left(\iota_{\mathcal{B}}\right) \odot A} A \odot U_{\mathrm{k}}(\operatorname{Prim}(\mathcal{B})) \odot A \xrightarrow{\epsilon_{\mathcal{B}}} \mathcal{B}\right)
$$

induced by a chosen injection $\iota_{\mathcal{B}}: \operatorname{Prim}(\mathcal{B}) \rightarrow \operatorname{Prim}(\mathcal{B})$ and by the counit of the adjunction in Theorem 3.6. Since the hypothesis on $\operatorname{Prim}(\mathcal{B})$ ensures that

$$
\mathbb{P}\left(\bar{\epsilon}_{\mathcal{B}}\right): \operatorname{Prim}\left(A \odot U_{\mathrm{k}}(\overline{\operatorname{Prim}(\mathcal{B})}) \odot A\right) \rightarrow \operatorname{Prim}(\mathcal{B})
$$

is an epimorphism, we may conclude that $\mathcal{B}$ is primitively generated if and only if $\bar{\epsilon}_{\mathcal{B}}$ is surjective, as in Corollary 4.9, and we may restate Theorem 4.14 in the present framework.

Theorem 4.17. Let $\mathcal{B}$ be an $A$-bialgebroid over a commutative algebra $A$. Then

$$
\mathcal{B} \cong A \odot U_{\mathrm{k}}(\overline{\operatorname{Prim}(\mathcal{B})}) \odot A
$$

if and only if
(CM1) $\operatorname{Prim}(\mathcal{B}) \cong \overline{\operatorname{Prim}(\mathcal{B})} \ltimes_{\delta}\left\langle s_{\mathcal{B}}-t_{\mathcal{B}}\right\rangle$,
(CM2) $\mathcal{B}$ is graded projective and primitively generated,
(CM3) the left $A^{e}$-submodule of $\mathcal{B}$ generated by $\overline{\operatorname{Prim}(\mathcal{B})}$ is 0 (in which case we require $\eta_{\mathcal{B}}$ to be injective) or it is free and generated by $a \mathbb{k}$-basis of $\overline{\operatorname{Prim}(\mathcal{B})}$,
(CM4) $A^{e} \cdot\left\langle s_{\mathcal{B}}-t_{\mathcal{B}}\right\rangle \cap A^{e} \cdot \overline{\operatorname{Prim}(\mathcal{B})}=0$.
Example 4.18. Let $A:=\mathbb{C}[X]$ and consider the $A$-bialgebroid

$$
\mathcal{H}:=\mathbb{C}\left[x, y, t, z, \frac{1}{t}\right]
$$

studied in $[15, \S 5.6]$ and inspired by the coordinate ring of the Malgrange's groupoid. Its bialgebroid structure is uniquely determined by

$$
s_{\mathcal{H}}(X)=x, \quad t_{\mathcal{H}}(X)=y, \quad \varepsilon_{\mathcal{H}}(x)=X=\varepsilon_{\mathcal{H}}(y), \quad \varepsilon_{\mathcal{H}}(t)=1, \quad \varepsilon_{\mathcal{H}}(z)=0
$$

$$
\Delta_{\mathcal{H}}(x)=x \otimes_{A} 1, \quad \Delta_{\mathcal{H}}(y)=1 \otimes_{A} y, \quad \Delta_{\mathcal{H}}(t)=t \otimes_{A} t, \quad \Delta_{\mathcal{H}}(z)=z \otimes_{A} t+t^{2} \otimes_{A} z
$$

and ordinary multiplication and unit. The ideal $\mathcal{I}=\langle t-1\rangle$ generated by $t-1$ in $\mathcal{H}$ is a bi-ideal (it is an ideal by construction and a coideal by $[8, \S 2.4]$ ) and hence the quotient $\mathcal{H} / \mathcal{I}$ is an $A$-bialgebroid. It can be identified with $\mathcal{B}:=\mathbb{C}[u, v, w]$ with

$$
\begin{gathered}
s(X)=u, \quad t(X)=w, \quad \varepsilon(u)=X=\varepsilon(w), \quad \varepsilon(v)=0 \\
\Delta(u)=u \otimes_{A} 1, \quad \Delta(w)=1 \otimes_{A} w, \quad \Delta(v)=v \otimes_{A} 1+1 \otimes_{A} v .
\end{gathered}
$$

The space of primitive elements of $\mathcal{B}$ is

$$
\operatorname{Prim}(\mathcal{B})=\left\langle u^{i}-w^{i} \mid i \geq 0\right\rangle \oplus \mathbb{C} v
$$

with $\overline{\operatorname{Prim}(\mathcal{B})} \cong \mathbb{C} v$, whence (CM1), (CM3) and (CM4) are satisfied (in this case, $\delta \equiv 0$ by Lemma 2.6, as everything is commutative). Concerning (CM2), we observe that $\mathcal{B}$ with the foregoing structures is the free left $A^{e}$-module generated by $\left\{v^{k} \mid k \geq 0\right\}$, whence it is primitively generated and graded projective (even free). Thus, Theorem 4.17 ensures that

$$
\mathcal{B} \cong A \odot U_{\mathbb{C}}(\mathbb{C} v) \odot A
$$

The same conclusion could have been drawn by observing that $\mathcal{B} \cong \mathbb{C}[X] \otimes \mathbb{C}[Y] \otimes \mathbb{C}[X]$ is the scalar extension commutative (Hopf) $\mathbb{C}[X]$-bialgebroid obtained from the Hopf algebra $\mathbb{C}[Y]$ and that, as Hopf algebras, $\mathbb{C}[Y] \cong U_{\mathbb{C}}(\mathbb{C} Y)$.
4.4. Final Remarks. An additional step which deserve to be taken is to restrict the attention further to those $A$-bialgebroids $\mathcal{B}$ over a commutative algebra $A$ such that $s_{\mathcal{B}}=t_{\mathcal{B}}$ (for example, cocommutative $A$-bialgebroids). However, in this case the Connes-Moscovici construction is not the correct construction to look at. One may prove that the assignment

$$
A \odot U_{\mathrm{k}}(L) \odot A \rightarrow A \# U_{\mathrm{k}}(L), \quad a \otimes u \otimes b \mapsto a b \otimes u
$$

provides a surjective homomorphism of $A$-bialgebroids with kernel the ideal generated by $\left\langle s_{\mathcal{B}_{L}}-t_{\mathcal{B}_{L}}\right\rangle$ in $\mathcal{B}_{L}$. The $A$-bialgebroid structure on $A \# U_{\mathrm{k}}(L)$ is that of extension of scalars with trivial coaction on $A$, that is to say,

$$
s=t: a \mapsto a \otimes 1_{U_{k}(L)}, \quad \varepsilon: a \otimes u \mapsto a \varepsilon(u), \quad \Delta: a \otimes u \mapsto \sum\left(a \otimes u_{(1)}\right) \otimes_{A}\left(1_{A} \otimes u_{(2)}\right)
$$

and semi-direct product algebra structure, that is,

$$
(a \otimes u)(b \otimes v)=\sum a\left(u_{(1)} \cdot b\right) \otimes u_{(2)} v \quad \text { and } \quad 1_{A \# U_{k}(L)}=1_{A} \otimes 1_{U_{k}(L)} .
$$

In view of the results from $\S 2.2$ and $\S 3.2$, the foregoing observations suggest that $A \# U_{k}(L)$ would be the right $A$-bialgebroid construction to consider, in order to recover the universal property of Theorem 2.9 and an adjunction as in Theorem 3.6. Nevertheless, we keep this question for a future investigation.

## 5. The finite-dimensional case and flat bimodule connections

In this last section we show how, for a finite-dimensional $A$-anchored Lie algebra $(L, \omega)$, representations of $(A, L, \omega)$ in the sense of Corollary 2.10 naturally give rise to a family of $A$ bimodules with flat bimodule connection for the first-order differential calculus $\operatorname{Hom}_{\mathrm{k}}(L, A)$. As a consequence, we see how the latter forms a closed monoidal category with closed monoidal underlying functor to $A$-bimodules and with the associated Connes-Moscovici bialgebroid $A \odot U_{k}(L) \odot A$ as the bialgebroid representing it in the spirit of [18]. For the general theory of differential calculi and bimodule connections, we refer the reader to [4, 12].
5.1. Anchored Lie algebras, representations and bimodule connections. Recall (e.g. from [4, Definition 1.1] or [12, §6]) that a (generalised) first-order differential calculus over a $\mathbb{k}$-algebra $A$ is an $A$-bimodule $\Omega^{1}$ with a derivation $d \in \operatorname{Der}_{k}\left(A, \Omega^{1}\right)$ (the exterior derivative), that is, a $\mathbb{k}$-linear map $d: A \rightarrow \Omega^{1}$ satisfying $d(a b)=d(a) \cdot b+a \cdot d(b)$ for all $a, b \in A$. A first-order differential calculus $\left(\Omega^{1}, d\right)$ is parallelised with cotangent codimension $n$ if $\Omega^{1}$ is free as a left and right $A$-module, with basis of cardinality $n$ ([4, Definition 1.2]).
Proposition 5.1. There is a bijective correspondence between $\mathbb{k}$-linear morphisms $\omega: L \rightarrow$ $\operatorname{Der}_{\mathrm{k}}(A)$ and derivations $d: A \rightarrow \operatorname{Hom}_{\mathfrak{k}}(L, A)$ making of $\Omega^{1}=\operatorname{Hom}_{\mathrm{k}}(L, A)$ a first-order differential calculus, where the $A$-bimodule structure on $\Omega^{1}$ is provided by the regular $A$-bimodule structure on $A$. In particular, the first-order differential calculus $\left(\Omega^{1}=\operatorname{Hom}_{\mathfrak{k}}(L, A), d\right)$ associated with $(A, L, \omega)$ is parallelised with cotangent dimension $n$ if and only if $L$ is a finite-dimensional $\mathbb{k}$-vector space of dimension $n$.

Proof. The first claim follows from the bijective correspondence

$$
\begin{gather*}
\Psi_{A}: \operatorname{Hom}_{\mathrm{k}}\left(L, \operatorname{Hom}_{\mathrm{k}}(A, N)\right) \longleftrightarrow \operatorname{Hom}_{\mathrm{k}}\left(A, \operatorname{Hom}_{\mathrm{k}}(L, N)\right) \\
f \longmapsto[a \mapsto[X \mapsto f(X)(a)]]  \tag{57}\\
{[X \mapsto[a \mapsto g(a)(X)]] \longleftrightarrow g}
\end{gather*}
$$

induced by the hom-tensor adjunction, where $N$ is any $A$-bimodule. The second one follows from the fact that $\operatorname{Hom}_{k}(L, A) \cong A^{\mathrm{dim}_{k}(L)}$ as left and right $A$-module.

Let $\omega: L \rightarrow \operatorname{Der}_{\mathrm{k}}(A)$ be a $\mathbb{k}$-linear map. By following [21, $\left.\S 1\right]$, we set $\Omega^{0}:=A$ and

$$
\Omega^{n}:=\operatorname{Hom}_{k}\left(\Lambda^{n} L, A\right),
$$

for all $n \geq 1$, that is, $\Omega^{n}$ is the space of $n$-linear alternating functions from $L \times \cdots \times L$ to $A$. For the sake of the interested reader, these are the $n$-dimensional $A$-cochains of [9, §23]. For every $f \in \Omega^{n}$ and for all $X, X_{1}, \ldots, X_{n} \in L$ we set

$$
\begin{gathered}
(X \cdot f)\left(X_{1} \otimes \cdots \otimes X_{n}\right):=\omega(X)\left(f\left(X_{1} \otimes \cdots \otimes X_{n}\right)\right)-\sum_{i=1}^{n} f\left(X_{1} \otimes \cdots \otimes\left[X, X_{i}\right] \otimes \cdots \otimes X_{n}\right) \\
\text { and } \quad f_{X}\left(X_{1} \otimes \cdots \otimes X_{n-1}\right):=f\left(X \otimes X_{1} \otimes \cdots \otimes X_{n-1}\right)
\end{gathered}
$$

and we define the differentials $d: \Omega^{n} \rightarrow \Omega^{n+1}$ inductively by setting $d(a)(X)=\omega(X)(a)$ and

$$
\begin{equation*}
d(f)_{X}=X \cdot f-d\left(f_{X}\right) \tag{58}
\end{equation*}
$$

for all $a \in A, X \in L, f \in \Omega^{n}$ with $n \geq 1$. In the notation of [12, §3], (58) reads $\left(i_{X} \circ d\right)(f)=L_{X}(f)-\left(d \circ i_{X}\right)(f)$.
Lemma 5.2. The complex $\left(\Omega^{\bullet}, d\right)$ is a cochain complex if and only if $\omega: L \rightarrow \operatorname{Der}_{\mathfrak{k}}(A)$ is a morphism of Lie algebras.

Proof. If $\omega$ is a morphism of Lie algebras then $A$ is an $L$-module and the claim follows from [21, §1]. Conversely, if $\left(\Omega^{\bullet}, d\right)$ is a cochain complex then, for all $a \in A, X, Y \in L$,

$$
0=d^{2}(a)(X \otimes Y)=\omega(X) \omega(Y)(a)-\omega(Y) \omega(X)(a)-\omega([X, Y])(a)
$$

Therefore, if $(L, \omega)$ is an $A$-anchored Lie algebra, then $\left(\Omega^{\bullet}, d\right)$ provides a DGA with

$$
\begin{equation*}
(f \wedge g)\left(X_{1} \otimes \cdots \otimes X_{p+q}\right):=\sum_{S}(-1)^{\nu(S)} f\left(X_{s_{1}} \otimes \cdots \otimes X_{s_{p}}\right) g\left(X_{t_{1}} \otimes \cdots \otimes X_{t_{q}}\right) \tag{59}
\end{equation*}
$$

as multiplication for all $f \in \Omega^{p}, g \in \Omega^{q}$, where the sum runs over all ordered subsets $S=\left(s_{1}, \ldots, s_{p}\right)$ of $\{1,2, \ldots, p+q\},\left(t_{1}, \ldots, t_{q}\right)$ is an ordered complement of $S$ and $\nu(S)=$ $\sum_{j=1}^{q} S(j)$ with $S(j)$ equal to the number of indices $i$ for which $s_{i}$ is greater than $t_{j}$.

Let $\left(\Omega^{1}, d\right)$ be a differential calculus on the algebra $A$. Recall from $[12, \S 10]$ that a left bimodule connection (also called left bimodule covariant derivative) on an $A$-bimodule $M$ is a $\mathbb{k}$-linear map $\nabla: M \rightarrow \Omega^{1} \otimes_{A} M$ (the left connection) together with an $A$-bimodule map $\sigma: M \otimes_{A} \Omega^{1} \rightarrow \Omega^{1} \otimes_{A} M$ (the intertwining map) such that

$$
\begin{equation*}
\nabla(a \cdot m)=a \cdot \nabla(m)+d(a) \otimes_{A} m \quad \text { and } \quad \nabla(m \cdot a)=\nabla(m) \cdot a+\sigma\left(m \otimes_{A} d(a)\right) \tag{60}
\end{equation*}
$$

for all $a \in A, m \in M$. The curvature $R: M \rightarrow \Omega^{2} \otimes_{A} M$ of $\nabla$ is defined by

$$
R(m):=\left(\left(d \otimes_{A} M\right)-\left(\wedge \otimes_{A} M\right) \circ\left(\Omega^{1} \otimes_{A} \nabla\right)\right)(\nabla(m))
$$

(i.e., $R=\nabla^{2}$ ) and $\nabla$ is said to be flat if $R=0$. Furthermore, a bimodule with left connection $(M, \nabla, \sigma)$ is called extendable ([4, Definition 4.10]) if for all $n \geq 1, \sigma$ extends to $\sigma_{n}: M \otimes_{A} \Omega^{n} \rightarrow \Omega^{n} \otimes_{A} M$ such that

$$
\left(\wedge \otimes_{A} M\right) \circ\left(\Omega^{n} \otimes_{A} \sigma_{m}\right) \circ\left(\sigma_{n} \otimes_{A} \Omega^{m}\right)=\sigma_{m+n} \circ\left(M \otimes_{A} \wedge\right)
$$

as maps from $M \otimes_{A} \Omega^{n} \otimes_{A} \Omega^{m}$ to $\Omega^{m+n} \otimes_{A} M$.
Assume henceforth that $(L, \omega)$ is an $A$-anchored Lie algebra such that $L$ is finitedimensional as $\mathbb{k}$-vector space with dual basis $\left\{e_{i}, e_{i}^{*} \mid i=1, \ldots, n\right\}$. For every $A$-bimodule $M$ we have an isomorphism of $A$-bimodules

$$
\begin{gather*}
\Phi_{M}: \Omega^{1} \otimes_{A} M \longleftrightarrow \operatorname{Hom}_{\mathrm{k}}(L, M) \\
f \otimes_{A} m \longmapsto[X \mapsto f(X) \cdot m]  \tag{61}\\
\sum_{i} 1_{A} e_{i}^{*} \otimes_{A} \varphi\left(e_{i}\right) \longleftrightarrow \varphi
\end{gather*}
$$

Inspired by Corollary 2.10, we may take as definition of representation of $(A, L, \omega)$ an $A$-bimodule $M$ together with a Lie algebra map $\rho: L \rightarrow \operatorname{End}_{k}(M)$ such that

$$
\begin{equation*}
\rho(X)(a \cdot m \cdot b)=a \cdot \rho(X)(m) \cdot b+\omega(X)(a) \cdot m \cdot b+a \cdot m \cdot \omega(X)(b) \tag{62}
\end{equation*}
$$

for all $a, b \in A, X \in L, m \in M$.

Proposition 5.3. There is a bijective correspondence between A-bimodules $M$ together with $a \mathbb{k}$-linear morphism $\rho: L \rightarrow \operatorname{End}_{\mathfrak{k}}(M)$ and A-bimodules $M$ together with $a \mathbb{k}$-linear morphism $\nabla: M \rightarrow \Omega^{1} \otimes_{A} M$. Furthermore, for every $A$-bimodule $M$ we have an $A$-bilinear isomorphism $\sigma: M \otimes_{A} \Omega^{1} \rightarrow \Omega^{1} \otimes_{A} M$ uniquely determined by

$$
\begin{equation*}
\Phi_{M}\left(\sigma\left(m \otimes_{A} f\right)\right)(X)=m \cdot f(X) \tag{63}
\end{equation*}
$$

for all $m \in M, f \in \Omega^{1}$ and $X \in L$, where $\Phi_{M}$ is the isomorphism (61).
Proof. Since we have the isomorphism of $A$-bimodules $\Phi_{M}$ of (61) and an analogue $\Psi_{M}$ of the bijective correspondence (57), we have a bijective correspondence between maps $\rho: L \rightarrow \operatorname{End}_{\mathfrak{k}}(M)$ and maps $\nabla: M \rightarrow \Omega^{1} \otimes_{A} M$ given by the relation

$$
\begin{equation*}
\Phi_{M} \circ \nabla=\Psi_{M}(\rho) . \tag{64}
\end{equation*}
$$

Furthermore, we may consider the chain of $A$-bilinear isomorphisms $M \otimes_{A} \Omega^{1} \cong M \otimes_{A} A \otimes L^{*} \cong M \otimes L^{*} \cong \operatorname{Hom}_{\mathrm{k}}(L, M) \cong L^{*} \otimes M \cong L^{*} \otimes A \otimes_{A} M \cong \Omega^{1} \otimes_{A} M$ which descends from the finite-dimensionality of $L$. It is straightforward to check that the composition $\sigma$ of the latter ones satisfies (63).

Lemma 5.4. Under the correspondence established in Proposition 5.3, $(M, \nabla, \sigma)$ is an A-bimodule with left bimodule connection and invertible intertwining satisfying (63) if and only if (62) holds.

Proof. For all $a \in A, m \in M, X \in L$, we compute, up to the isomorphism (61),

$$
\begin{aligned}
\Phi_{M}(\nabla(a \cdot m))(X) & =\rho(X)(a \cdot m), \\
\Phi_{M}\left(a \cdot \nabla(m)+d(a) \otimes_{A} m\right)(X) & =a \cdot \rho(X)(m)+\omega(X)(a) \cdot m, \\
\Phi_{M}(\nabla(m \cdot a))(X) & =\rho(X)(m \cdot a)
\end{aligned}
$$

and, in view of (63),

$$
\Phi_{M}\left(\nabla(m) \cdot a+\sigma\left(m \otimes_{A} d(a)\right)\right)(X)=\rho(X)(m) \cdot a+m \cdot \omega(X)(a)
$$

Lemma 5.5. Under the correspondence established in Lemma 5.4, $(M, \nabla, \sigma)$ is, in addition, an A-bimodule with flat left bimodule connection and invertible intertwining satisfying (63) if and only if $\rho: L \rightarrow \operatorname{End}_{\mathfrak{k}}(M)$ is, in addition, a Lie algebra map.

Proof. Observe that the $A$-bilinear isomorphism $\Omega^{1} \otimes_{A} M \cong \operatorname{Hom}_{\mathrm{k}}(L, M)$ of (61) can be extended to an $A$-bilinear isomorphism $\Omega^{n} \otimes_{A} M \cong \operatorname{Hom}_{\mathfrak{k}}\left(\Lambda^{n} L, M\right)$. In particular, for every $m \in M$ we can see $R(m)$ as an element in $\operatorname{Hom}_{\mathfrak{k}}\left(\Lambda^{2} L, M\right)$, up to the latter isomorphism. For all $X, Y \in L$ and for every $m \in M$ we have that $R(m)$ satisfies

$$
R(m)(X \otimes Y)=-\rho([X, Y])(m)-\rho(Y)(\rho(X)(m))+\rho(X)(\rho(Y)(m))
$$

Summing up, we proved the following theorem.

Theorem 5.6. We have an isomorphism of categories between the category of representations $(M, \rho)$ of $(A, L, \omega)$ in the sense of Corollary 2.10 and the full subcategory of the category of $A$-bimodules with flat left bimodule connection and invertible intertwining $(M, \nabla, \sigma)$ such that $\sigma$ satisfies (63).

The interested reader may check that an $A$-bimodule with left bimodule connection $(M, \nabla, \sigma)$ as in Theorem 5.6 is extendable and satisfies the condition of [4, Lemma 4.74].

Theorem 5.7. Let $(L, \omega)$ be an $A$-anchored Lie algebra with $L$ of finite dimension n. For $\left(\Omega^{\bullet}, d\right)$ induced by $(A, L, \omega)$ as in Proposition 5.1, the category of $A$-bimodules with flat left bimodule connection and invertible intertwining $(M, \nabla, \sigma)$, where $\sigma$ satisfies (63) is a closed monoidal category with closed monoidal underlying functor to $A$-bimodules.

Proof. By Theorem 5.6, the category of $A$-bimodules with flat left bimodule connection and invertible intertwining $(M, \nabla, \sigma)$, where $\sigma$ satisfies (63) is isomorphic to the category of representations of $(A, L, \omega)$ which, in turn, is isomorphic to the category of $A \odot U_{\mathrm{k}}(L) \odot A$ modules (by Corollary 2.10). Since $U_{\mathrm{k}}(L)$ is an involutive Hopf algebra, $A \odot U_{\mathrm{k}}(L) \odot A$ is a Hopf algebroid with antipode in the sense of Böhm and Szlachányi [6, Definition 4.1] (see [27, Theorem 3.1], [40, Remark 2.6]). In particular, it is a $\times_{A}$-Hopf algebra in the sense of Schauenburg [46, Theorem and Definition 3.5], whence the category of $A \odot U_{\mathrm{k}}(L) \odot A$-modules is a closed monoidal category with closed monoidal forgetful functor to $A$-bimodules.

Let us conclude this subsection with an elementary example.
Example 5.8. Let $A$ be any algebra and $\partial \in \operatorname{Der}_{\mathrm{k}}(A)$ a derivation on $A$. The (generalised) derivation calculus over $A$ (see [4, Example 1.7]) is given by the regular $A$-bimodule $\Omega^{1}=A$ with exterior derivative $d=\partial$. If we let $L:=\mathbb{k} Y$ and $\omega: L \rightarrow \operatorname{Der}_{k}(A), Y \mapsto \partial$, then $\Omega^{1} \cong \operatorname{Hom}_{\mathfrak{k}}(L, A)$ as $A$-bimodules. The datum of a left connection $\nabla$ on an $A$-bimodule $M$ is equivalent to the datum of a $\mathbb{k}$-linear endomorphism $h: M \rightarrow M$ such that the left-hand side of (60) is satisfied:

$$
h(a \cdot m)=a \cdot h(m)+\partial(a) \cdot m
$$

for all $a \in A, m \in M$. That is to say, a left module structure over the skew polynomial ring $A[Y ; \partial]$ (also called Ore extension; see [33, §1.2.3] and [38, §I.1]). The left connection $\nabla$ is a bimodule connection if and only if there exists an $A$-bilinear endomorphism $\sigma: M \rightarrow M$ such that

$$
h(m \cdot a)=h(m) \cdot a+\sigma(m) \cdot \partial(a)
$$

for all $a \in A, m \in M$. Since the additional condition (63) implies that $\sigma=\mathrm{Id}_{M}$, we have that an $A$-bimodule with left bimodule connection as in Theorem 5.7 is an $A$-bimodule together with a $\mathbb{k}$-linear endomorphism $h$ such that

$$
h(a \cdot m)=a \cdot h(m)+\partial(a) \cdot m \quad \text { and } \quad h(m \cdot a)=h(m) \cdot a+m \cdot \partial(a)
$$

for all $a \in A, m \in M$. These are bimodules over $A[Y ; \partial]$ whose left and right action by $Y$ coincide. In the particular case of $A=\mathbb{C}[X]$ and $\partial: \mathbb{C}[X] \rightarrow \mathbb{C}[X]$ uniquely determined by $\partial(X)=1$, an $A$-bimodule is a $\mathbb{C}$-vector space $M$ together with two commuting endomorphisms $f$ and $g$ (representing the left and the right action by $X$ ) and the datum of
a left bimodule connection $\nabla$ as in Theorem 5.7 on $M$ is equivalent to the datum of a third endomorphism $h: M \rightarrow M$ such that

$$
h \circ f=f \circ h+\operatorname{ld}_{M} \quad \text { and } \quad h \circ g=g \circ h+\operatorname{ld}_{M} .
$$

These are exactly the modules over the bialgebroid $\mathcal{B}=A \odot U_{\mathbb{C}}(\mathbb{C} v) \odot A$ of Example 4.18.
5.2. Final remarks and further directions. As correctly noticed by the referee, there is a relationship between the theory of connections on $A$-(bi)modules with respect to the socalled derivation-based differential calculi studied by M. Dubois-Violette and collaborators (see [12] for a summary of the topic) and the connections arising as discussed above from a slightly more general notion than anchored Lie algebras. We sketch it briefly here, for the sake of the interested reader, but it will be the subject of a future work.

Anchored Lie algebras and Lie-Rinehart algebras are the extreme cases of a more general, unifying notion. A central anchored Lie algebra over $A$ is a Lie algebra $L$ endowed with a (left) $Z(A)$-module structure $Z(A) \otimes L \rightarrow L, z \otimes X \mapsto z \cdot X$, and with a Lie algebra morphism $\omega: L \rightarrow \operatorname{Der}_{k}(A)$ such that

$$
\omega(z \cdot X)=z \cdot \omega(X) \quad \text { and } \quad[X, z \cdot Y]=z \cdot[X, Y]+\omega(X)(z) \cdot Y
$$

for all $z \in Z(A)$ and $X, Y \in L$, where $Z(A)$ is the center of $A$. Anchored Lie algebras correspond to the case $Z(A)=\mathbb{k}$, while Lie-Rinehart algebras correspond to the case $Z(A)=A$. The study of central anchored Lie algebras and, in particular, of the flat bimodule connections arising from them as in $\S 5.1$ is related to the flat left bimodule $\Omega_{\text {Der }}^{1}(A)$-connections on central $A$-bimodules with respect to the derivation-based differential calculus $\underline{\Omega}_{\text {Der }}^{1}(A)$ introduced by Dubois-Violette and Michor in [14, §3.4].

To see how, recall that $\underline{\Omega}_{\text {Der }}^{1}(A)$ is, by definition, ${ }_{Z(A)} \operatorname{Hom}\left(\operatorname{Der}_{\underline{k}}(A), A\right)$ and that a central $A$-bimodule is an $A$-bimodule whose left and right $Z(A)$-module structures coincide (i.e., $z \cdot m=m \cdot z$ for all $z \in Z(A)$ and $m \in M)$. Now, given a central anchored Lie algebra $(A, L, \omega)$, Proposition 5.1 can be adapted to prove that

$$
{ }_{z(A)} \operatorname{Hom}\left(L, \operatorname{Der}_{\mathrm{k}}(A)\right) \cong \operatorname{Der}_{\mathrm{k}}\left(A,{ }_{Z(A)} \operatorname{Hom}(L, A)\right),
$$

whence $\Omega^{1}:={ }_{z(A)} \operatorname{Hom}(L, A)$ becomes a first-order differential calculus on $A$ via the derivation induced by $\omega$. If we define a representation of $(A, L, \omega)$ to be a central $A$ bimodule $M$ together with a Lie algebra map $\rho: L \rightarrow \operatorname{End}_{\mathfrak{k}}(M)$ such that

$$
\begin{gathered}
\rho(z \cdot X)(m)=z \cdot \rho(X)(m) \quad \text { and } \\
\rho(X)(a \cdot m \cdot b)=a \cdot \rho(X)(m) \cdot b+\omega(X)(a) \cdot m \cdot b+a \cdot m \cdot \omega(X)(b)
\end{gathered}
$$

for all $a, b \in A, X \in L, m \in M$, and if we assume that $L$ is finitely generated and projective as a (left) $Z(A)$-module, then one can prove, along the lines of $\S 5.1$, that we have an isomorphism of categories between the category of representations ( $M, \rho$ ) of ( $A, L, \omega$ ) and the full subcategory of the category of central $A$-bimodules with flat left bimodule connection and invertible intertwining $(M, \nabla, \sigma)$ such that $\sigma$ satisfies the analogue of (63).

In the particular case of $L=\operatorname{Der}_{\mathrm{k}}(A)$ with $\omega$ equal to the identity, $\Omega^{1}=\underline{\Omega}_{\operatorname{Der}}^{1}(A)$ by definition and we find that representations of $\left(A, \operatorname{Der}_{\mathrm{k}}(A)\right.$, Id $)$ in a central $A$-bimodule $M$ are derivation-based flat connections on $M$ in the sense of [13, §2] (see also [12, page 296]).

Acknowledgements: I am grateful to Laiachi El Kaoutit for pointing out possible connections with [18] and to Aryan Ghobadi for spotting a mistake in a previous version of Theorem 5.6. My sincere gratitude goes also to the referee for the careful reading of this paper and the useful suggestions.

## References

[1] M. Aguiar, S. Mahajan, Monoidal functors, species and Hopf algebras. CRM Monograph Series, 29. American Mathematical Society, Providence, RI, 2010.
[2] A. Ardizzoni, L. El Kaoutit, P. Saracco, Differentiation and integration between Hopf algebroids and Lie algebroids (2019). To appear in Publicacions Matemàtiques. (arXiv: 1905.10288)
[3] A. Ardizzoni, C. Menini, Associated graded algebras and coalgebras. Comm. Algebra 40 (2012), no. 3, 862-896.
[4] E. J. Beggs, S. Majid, Quantum Riemannian Geometry. Grundlehren der Mathematischen Wissenschaften, 353. Springer, 2020.
[5] G. Böhm, Hopf algebroids. Handbook of algebra. Vol. 6, 173-235, Handb. Algebr., 6, Elsevier/NorthHolland, Amsterdam, 2009.
[6] G. Böhm, K. Szlachányi, Hopf algebroids with bijective antipodes: axioms, integrals and duals. J. Algebra 274, 708-750 (2004).
[7] T. Brzeziński, G. Militaru, Bialgebroids, $\times_{A}$-bialgebras and duality. J. Algebra 251 (2002), no. 1, 279-294.
[8] T. Brzeziński, R. Wisbauer, Corings and comodules. London Mathematical Society Lecture Note Series, 309. Cambridge University Press, Cambridge, 2003.
[9] C. Chevalley, S. Eilenberg, Cohomology theory of Lie groups and Lie algebras. Trans. Amer. Math. Soc. 63 (1948), 85-124.
[10] A. Connes, H. Moscovici, Rankin-Cohen brackets and the Hopf algebra of transverse geometry. Mosc. Math. J. 4 (2004), no. 1, 111-130, 311.
[11] S. Dăscălescu, C. Năstăsescu, Ş. Raianu, Hopf algebras. An introduction. Monographs and Textbooks in Pure and Applied Mathematics, 235. Marcel Dekker, Inc., New York, 2001.
[12] M. Dubois-Violette, Lectures on graded differential algebras and noncommutative geometry. Noncommutative differential geometry and its applications to physics (Shonan, 1999), 245-306, Math. Phys. Stud., 23, Kluwer Acad. Publ., Dordrecht, 2001.
[13] M. Dubois-Violette, P. W. Michor, Connections on central bimodules in noncommutative differential geometry. J. Geom. Phys. 20 (1996), no. 2-3, 218-232.
[14] M. Dubois-Violette, P. W. Michor, More on the Frölicher-Nijenhuis bracket in noncommutative differential geometry. J. Pure Appl. Algebra 121 (1997), no. 2, 107-135.
[15] L. El Kaoutit, J. Gómez-Torrecillas, On the finite dual of a co-commutative Hopf algebroid. Application to linear differential matrix equations and Picard-Vessiot theory. Bull. Belg. Math. Soc.-Simon Steven 28(1) (2021).
[16] L. El Kaoutit, P. Saracco, The Hopf Algebroid Structure of Differentially Recursive Sequences. Quaest. Math. 45 (2022), no. 4, 547-593.
[17] L. El Kaoutit, P. Saracco, Topological tensor product of bimodules, complete Hopf algebroids and convolution algebras. Commun. Contemp. Math. 21 (2019), no. 6, 1850015, 53 pp.
[18] A. Ghobadi, Hopf algebroids, bimodule connections and noncommutative geometry. Preprint (2020). (arXiv: 2001.08673)
[19] F. Hausser, F. Nill, Diagonal crossed products by duals of quasi-quantum groups. Rev. Math. Phys. 11 (1999), no. 5, 553-629.
[20] R. G. Heyneman, D. E. Radford, Reflexivity and coalgebras of finite type. J. Algebra 28 (1974), 215-246.
[21] G. Hochschild, J.-P. Serre, Cohomology of Lie algebras. Ann. of Math. (2) 57 (1953), 591-603.
[22] R. G. Heyneman, M. E. Sweedler, Affine Hopf algebras. I. J. Algebra 13 (1969), 192-241.
[23] J. Huebschmann, Lie-Rinehart algebras, descent, and quantization. Galois theory, Hopf algebras, and semiabelian categories, 295-316, Fields Inst. Commun., 43, Amer. Math. Soc., Providence, RI, 2004.
[24] J. Huebschmann, Lie-Rinehart algebras, Gerstenhaber algebras and Batalin-Vilkovisky algebras. Ann. Inst. Fourier (Grenoble) 48 (1998), no. 2, 425-440.
[25] J. Huebschmann, Poisson cohomology and quantization. J. Reine Angew. Math. 408 (1990), 57-113.
[26] N. Jacobson, Lie algebras. Interscience Tracts in Pure and Applied Mathematics, No. 10 Interscience Publishers (a division of John Wiley \& Sons), New York-London 1962.
[27] L. Kadison, Pseudo-Galois extensions and Hopf algebroids. Modules and comodules, 247-264, Trends Math., Birkhäuser Verlag, Basel, 2008.
[28] L. Kadison, K. Szlachányi, Bialgebroid actions on depth two extensions and duality. Adv. Math. 179 (2003), no. 1, 75-121.
[29] J. H. Lu, Hopf algebroids and quantum groupoids. Internat. J. Math. 7 (1996), no. 1, 47-70.
[30] S. Mac Lane, Categories for the Working Mathematician. Second edition. Graduate Texts in Mathematics, 5. Springer-Verlag, New York, 1998.
[31] M. Majewski, Rational homotopical models and uniqueness. Mem. Amer. Math. Soc. 143 (2000), no. 682.
[32] M.-P. Malliavin, Algèbre homologique et opérateurs différentiels. Ring theory (Granada, 1986), 173-186, Lecture Notes in Math., 1328, Springer, Berlin, 1988.
[33] J. C. McConnell, J. C. Robson, Noncommutative Noetherian rings. Graduate Studies in Mathematics, 30. American Mathematical Society, Providence, RI, 2001
[34] J. W. Milnor, J. C. Moore, On the structure of Hopf algebras. Ann. of Math. (2) 81 (1965), 211-264.
[35] I. Moerdijk, J. Mrčun, On the universal enveloping algebra of a Lie algebroid. Proc. Amer. Math. Soc. 138 (2010), no. 9, 3135-3145.
[36] C. Năstăsescu, F. van Oystaeyen. Graded ring theory. North-Holland Mathematical Library, 28. North-Holland Publishing Co., Amsterdam-New York, 1982.
[37] W. D. Nichols, Bialgebras of type one. Comm. Algebra 6 (1978), no. 15, 1521-1552.
[38] O. Ore, Theory of non-commutative polynomials. Ann. of Math. (2) 34 (1933), no. 3, 480-508.
[39] F. Panaite, F. Van Oystaeyen, L-R-smash product for (quasi-)Hopf algebras. J. Algebra 309 (2007), no. 1, 168-191.
[40] F. Panaite, F. Van Oystaeyen, Some bialgebroids constructed by Kadison and Connes-Moscovici are isomorphic. Appl. Categ. Structures 14 (2006), no. 5-6, 627-632.
[41] P. Popescu, Categories of modules with differentials. J. Algebra 185 (1996), no. 1, 50-73.
[42] P. Popescu, The Lie pseudoalgebra of an anchored module. Algebra Colloq. 13 (2006), no. 2, 267-288.
[43] J. Pradines, Théorie de Lie pour les groupoïdes différentiables. Calcul différenetiel dans la catégorie des groupoüdes infinitésimaux. C. R. Acad. Sci. Paris Sér. A-B 264 (1967), A245-A248.
[44] G. S. Rinehart, Differential forms on general commutative algebras. Trans. Amer. Math. Soc. 108, 1963, 195-222.
[45] P. Schauenburg, Bialgebras over non-commutative rings and a structure theorem for Hopf bimodules. Appl. Categ. Structures 6 (1998), no. 2, 193-222.
[46] P. Schauenburg, Duals and doubles of quantum groupoids ( $\times_{R}$-Hopf algebras). New trends in Hopf algebra theory (La Falda, 1999), 273-299, Contemp. Math., 267, Amer. Math. Soc., Providence, RI, 2000.
[47] M. E. Sweedler, Groups of simple algebras. Inst. Hautes Études Sci. Publ. Math. No. 44 (1974), 79-189.
[48] M. E. Sweedler, Hopf algebras. Mathematics Lecture Note Series W. A. Benjamin, Inc., New York 1969.
[49] M. Takeuchi, Groups of algebras over $A \otimes \bar{A}$. J. Math. Soc. Japan 29 (1977), no. 3, 459-492.

Département de Mathématique, Université Libre de Bruxelles, Boulevard du Triomphe, B-1050 Brussels, Belgium.
URL: sites.google.com/view/paolo-saracco
$U R L$ : homepages.ulb.ac.be/~psaracco
Email address: paolo.saracco@ulb.be


[^0]:    2020 Mathematics Subject Classification. Primary: 16B50; 16S10; 16S30; 16W25; 18A40. Secondary: 16T15; 16W70; 17A30; 17B66.

    Key words and phrases. Connes-Moscovici bialgebroid; anchored Lie algebra; universal enveloping algebra; primitives; universal property.

    Paolo Saracco is a Chargé de Recherches of the Fonds de la Recherche Scientifique - FNRS and a member of the "National Group for Algebraic and Geometric Structures and their Applications" (GNSAGA-INdAM).

    This version of the article has been accepted for publication, after peer review. The final publication is available at EMS via doi.org/10.4171/jncg/475.

